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Abstract

Introduction: Artificial intelligence (Al) has transformative potential in healthcare, promising advancements in diagnostics, treatment, and
patient management, attracting significant investments and policy efforts globally. Effective Al governance, comprising guidelines, policy
papers, and regulations, is crucial for its successful integration.

Methods: This study evaluates 10 Al policies, namely focusing on 5 international organizations: the United Nations, the Organisation for
Economic Co-operation and Development (OECD), the Council of Europe, the G20, and UNESCO, and 5 regional/national entities: Brazil, the
United States, the European Union (EU), China, and the United Kingdom, to highlight the implications of Al governance for healthcare.

Results: The EU Al Act focuses on risk management and individual protection while fostering innovation aligned with European values.
The United Kingdom and the United States adopt a more flexible approach, offering guidelines to stimulate rapid Al integration and innovation
without imposing strict regulations. Brazil shows a convergence toward the EU's risk-based approach.

Conclusions: The study explores the normative implications of these varied approaches. The EU’s stringent regulations may ensure higher
safety and ethical standards, potentially setting a global benchmark, but they could also hinder innovation and pose compliance challenges.
The United Kingdom's lenient approach may drive faster Al adoption and competitiveness but risks inconsistencies in safety and ethics.
The study concludes by offering recommendations for future research.
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Introduction

Artificial intelligence (AI) holds transformative potential for
achieving Sustainable Development Goal 3 (SDG 3), which
aims to ensure healthy lives and promote well-being for all
at all ages.' Artificial intelligence technologies can signifi-
cantly enhance healthcare delivery, improve disease preven-
tion, and facilitate personalized medicine.”> For instance,
Al-powered diagnostic tools can analyze medical images
with high accuracy, enabling early detection of diseases
such as cancer.” Artificial intelligence algorithms can also
predict outbreaks of infectious diseases by analyzing vast da-
tasets, thereby enabling timely interventions.* Moreover, Al
can optimize healthcare resource allocation, ensuring that
medical supplies and personnel are efficiently distributed to
areas of greatest need.’ These capabilities align directly
with the targets of SDG 3, which include reducing maternal
and child mortality, combating epidemics, and achieving uni-
versal health coverage.® By integrating Al into healthcare sys-
tems, we can address these targets more effectively,
ultimately leading to improved health outcomes and en-
hanced quality of life globally.

Ethical and legal considerations

The integration of Al into healthcare systems raises significant
ethical and legal considerations that must be addressed to en-
sure that these technologies are deployed responsibly and
equitably.” Ethical concerns include the potential for bias in
Al algorithms, which can lead to disparities in healthcare de-
livery and outcomes. For example, if Al systems are trained
on datasets that lack diversity, they may not perform well
for certain populations, exacerbating existing health inequal-
ities.® Privacy is another critical issue, as Al systems often re-
quire access to large amounts of personal health data.” Such
data are considered sensitive under the General Data
Protection Regulation (GDPR) for example, which requires
a high level of compliance for data controller and processor
to ensure data protection.'® Ensuring the confidentiality and
security of this data is paramount to maintaining patient trust.
Legal considerations include the need for robust regulatory
frameworks that govern the use of Al in healthcare, ensuring
that these technologies meet safety and efficacy standards.'!
At national level, countries are adopting different strategies
in terms of policy and regulations in relation to Al. Some coun-
tries are developing general Al laws, while others are enacting
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sectorial regulations. In general, most countries have released
policies with their visions on the concept of a “Good Al
society,”'? but the effectiveness and enforceability of Al prin-
ciples are still in its infancy.

Relevance of Al governance for the integration of Al
in healthcare

Artificial intelligence governance, encompassing guidelines,
policy papers, and regulations, is critical for the development
and integration of Al in healthcare. These regulatory frame-
works ensure that Al applications are developed and deployed
in a manner that prioritizes individuals (and therefore patients)
safety, data privacy, and ethical considerations.” Nationally,
clear and comprehensive Al governance can facilitate the adop-
tion of Al technologies by providing a structured environment
that healthcare providers can trust.'® This regulatory clarity en-
courages investment in Al solutions and incentivizes innovation
by setting predictable standards. For instance, policies that
mandate rigorous testing and validation of Al systems before
clinical use help prevent potential harm to patients and ensure
the reliability of Al-driven diagnoses and treatments.

On an international level, Al governance is equally significant
due to the scalable nature of many Al solutions.® Technologies
developed in one country can often be adapted and imple-
mented in others, promoting global advancements in health-
care. However, this scalability raises legal and ethical
considerations, such as data sharing across borders.'
International collaboration in Al governance can help facilitat-
ing the safe and effective global deployment of Al healthcare
solutions.® This research, which evaluates existing Al policies
in relation to SDG 3 good health and well-being, aims to pro-
vide an understanding of how governments and international
bodies position themselves regarding Al in healthcare.

Methods

The purpose of the research was to analyze Al policies in rela-
tion to SDG 3, examining the extent to which these policies ad-
dress health-related targets and indicators outlined in the SDG
3: Ensure healthy lives and promote well-being for all at all
ages. This research is exclusively centered on general Al docu-
ments and policies, deliberately excluding sectorial regulations
applicable to Al in healthcare, like the European Union (EU)’s
medical device regulations or the Health Insurance Portability
and Accountability Act (HIPPAA) in the United States. The ra-
tionale behind this focus lies in the observation that general Al
documents often encapsulate the overarching vision of what
constitutes an ideal Al-driven society. While sector-specific reg-
ulations undoubtedly play a crucial role in shaping Al’s impact
on healthcare, they may not fully capture the broader societal
aspirations and ethical principles inherent in general Al policies.
The scope of the analysis was defined as follows:

(a) Alignment with SDG 3 targets: Evaluate whether Al pol-
icies explicitly address health-related targets and indica-
tors outlined in SDG 3.

Integration of health considerations: Examine the extent
to which Al policies integrate health considerations into
their objectives, strategies, and implementation plans.
Regulatory framework and ethical considerations:
Assess the adequacy and effectiveness of regulatory
frameworks, guidelines, and ethical standards governing
Al applications in relation to healthcare.
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While these aspects can be evaluated to assess the alignment
and potential impact of Al policies on health outcomes and
SDG 3 targets, there are limitations to what can be feasibly
evaluated. For example, assessing the long-term impact of Al
policies may be challenging due to the complexity of health
systems, the multifactorial nature of health outcomes, and
the time lag between policy release and measurable health
improvements. Contextual factors such as socio-economic
conditions, cultural norms, political dynamics, and techno-
logical infrastructure may influence the effectiveness of Al pol-
icies in achieving health-related targets under SDG 3. Limiting
the scope of analysis in a paper on the intersection of Al and
health targets of SDG 3 due to a lack of structured empirical
data is a common challenge faced by researchers in this field.®

Selection of the Al policies

Limiting the analysis to certain Al policies and regulations
worldwide is justified for feasibility reasons, primarily due to
the vast and heterogeneous nature of global Al governance
landscape. Analyzing every Al policy or regulation from every
country and international organization would be impractical
and resource intensive. The study focuses on 5 international or-
ganizations and 5 countries. The selection is composed of §
international organizations, namely the United Nations, the
Organisation for Economic Co-operation and Development
(OECD), the Council of Europe, the G20, and UNESCO. As
for the countries, establishing a selection criterion to identify
policies from a representative sample of countries and inter-
national organizations is essential to ensure a manageable scope
of analysis while capturing diversity in geographical and indus-
trial development perspectives.

The selection criteria for identifying Al policies and regula-
tions for analysis include the following;:

* Geographical diversity;

¢ Industrial development perspective; and

e Policy maturity and impact; inclusion of international
organizations.

Brazil, the United States, the EU, the People’s Republic of
China, and the United Kingdom were selected for analysis in
this paper because they represent a diverse cross-section of glo-
bal regions and have each played an active role in shaping Al
governance. These jurisdictions offer valuable insights into a
range of regulatory approaches, political systems, and eco-
nomic contexts, thereby providing a broad comparative
framework. While it is acknowledged that other countries
have also enacted innovative and important Al-related pol-
icies, the scope of this paper necessitates a focused analysis.
As such, the study is limited to these 5 jurisdictions to maintain
depth and clarity of examination.

Categorization of targets and indicators of SDG 3

To evaluate the extent to which Al policies address SDG 3, the
SDG 3 targets and indicators were categorized in main themes
based on the goals and means of implementation outlined
within SDG 3. The main themes identified and selected for
this research are maternal and child health, communicable dis-
eases, noncommunicable diseases, substance abuse, environ-
mental health, universal health coverage, and means of
implementation, as presented in Table 1.

Under maternal and child health, targets and indicators
such as maternal mortality ratio, neonatal mortality rate, and
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under-5 mortality rate fall, aiming to reduce preventable deaths
among mothers and children. Communicable diseases encom-
pass targets related to ending epidemics of AIDS, tuberculosis,
malaria, and neglected tropical diseases, as well as combating
hepatitis and waterborne diseases. Noncommunicable diseases
are addressed through targets focusing on reducing premature
mortality from diseases like cardiovascular disease, cancer, dia-
betes, and chronic respiratory diseases.

Substance abuse is another critical theme, with targets
aimed at strengthening prevention and treatment interven-
tions for substance use disorders and harmful alcohol con-
sumption. Environmental health targets aim to reduce
deaths and illnesses from hazardous chemicals and pollution,
including air, water, and soil contamination. Universal health
coverage is a central theme, with targets focusing on ensuring
access to essential health services, medicines, and vaccines for
all individuals.

Finally, the means of implementation encompass targets
related to tobacco control, research and development of
medicines and vaccines, health financing and workforce devel-
opment, and emergency preparedness. These targets aim to
strengthen health systems, promote research and development,
and build capacity to address global health challenges.

Al policy analysis

To evaluate whether certain Al policies address the themes
outlined in SDG 3 through textual analysis of policies, the re-
search started by conducting a detailed textual analysis of Al
policies at both national and international levels. The key pol-
icy objectives, goals, strategies, and measures outlined in the
documents were identified. Then, the documents were scruti-
nized to find any references or mentions of health-related
themes. Based on that, the research focused on evaluating
the extent to which each policy aligns with the objectives
and indicators of SDG 3 based on the thematic categorization
and on assessing whether the policy content explicitly ad-
dresses health-related themes or indirectly contributes to im-
proving health outcomes. The coherence and consistency of
policy objectives with the overarching goals of SDG 3 were
considered. Finally, a comparative methodology was adopted
to make a critical evaluation of the differences between the se-
lected Al policy frameworks.

Results

The results of the analysis are presented in Table 2. The table
shows the aspects of the analyzed Al policy frameworks that
are relevant to the themed indicators and targets of SDG 3.
Regarding international frameworks, the UN Al Advisory
Body Interim Report highlights ADl’s potential to significantly
improve maternal and child health, accelerate responses to
communicable diseases, and support the diagnosis and man-
agement of noncommunicable diseases. The emphasis is on le-
veraging Al for social well-being and healthcare improvement
globally. The OECD Al Principles: The OECD principles fo-
cus on promoting human well-being and inclusiveness. They
encourage the use of Al to address global health challenges, al-
though specific diseases are not directly mentioned. The prin-
ciples advocate for the ethical use of Al in healthcare to
enhance public health outcomes. The G20 guidelines acknow-
ledge the indirect benefits of Al for health, although they do
not specifically address SDG 3 themes. The guidelines focus
more broadly on Al governance and ethical considerations,

Table 2. Al policies analysis.

The UN AI Advisory OECD G20 guidelines the UNESCO the Council of Europe Brazil the US Executive Order The EU AI Act The UK People’s Republic of
Recommendation on pro-innovation

Relevant provisions

for SDG 3?

China

on Al

Al Treaty

Body interim report

approach

Al Ethics

Indirect—Yes Yes Indirect—Yes Yes Yes Yes Yes Yes

Yes

Yes

Not specifically The regulation The document does not ~ The document Not specifically The draft regulation

The document

not specifically

The OECD Al

Maternal and child The report mentions

emphasizes the explicitly address references Al mentioned. mandates that Al

protection of

mentioned.

mentioned. contains several

principles

AT’s potential to

health

systems should not
provide minors

systems impacting
healthcare services,

maternal and child

provisions relevant
to maternal and

child health:
Policy Area 6: Gender

(Articles 87-93):

emphasise

improve maternal

healthcare in

health. However, the
focus on improving

healthcare delivery

vulnerable groups,
including children
and adolescents,

well-being and
human-centric
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with inappropriate
content that may

including maternal

regions like

care. For example,

Al used to grant,

values, which can
indirectly support

Sub-Saharan

affect their physical

and the integration of
Al in healthcare
systems could

recognizing their

aggravated

Africa. Al tools can

and mental health,
indicating a focus
on protecting

reduce, revoke, or

Promotes gender

maternal and child
health by ensuring

enhance prenatal
and postnatal care

reclaim benefits and

services like
healthcare.

vulnerability and
ensuring their

equality and safety for

girls and women,
which indirectly

indirectly benefit

that Al applications
in healthcare are
developed and
implemented
responsibly.

by providing better

children’s health

maternal and child

health through

absolute priority
(“protecio de

diagnostic tools and
more personalized

care plans,

supports maternal and

child health by

enhanced diagnostics,
predictive analytics,

grupos vulneraveis,
em especial de

ensuring women’s

potentially reducing

and better resource

allocation.

idosos, de pessoas

rights, safety, and

maternal and infant The focus on reducing

mortality rates

com deficiéncia e,
com absoluta

empowerment in the

digital age.

inequalities and

enhancing inclusion
can support better

prioridade, de
criangas e

Focuses on reducing

gender gaps in various
fields, including
healthcare, and

healthcare access for

adolescentes,
reconhecendo a

mothers and children.

vulnerabilidade

agravada”).

ensures women s

representation and
participation in

(continued)
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indirectly supporting health improvements through general Al
advancements. The UNESCO Recommendation on Al Ethics
contain several provisions related to health and well-being, ex-
plicitly addressing the potential of Al to improve health out-
comes, including maternal and child health, and tackling
noncommunicable diseases. It promotes ethical standards in
Al to ensure it contributes positively to societal health.
Finally, the Council of Europe Al Treaty mentions the rele-
vance of Al to health indirectly, but it does not specifically ad-
dress SDG 3 themes. The focus is on broader human rights and
ethical considerations in Al deployment.

Regarding national frameworks, Brazil’s Al regulation em-
phasizes the protection of vulnerable groups, including chil-
dren and adolescents, indirectly supporting maternal and
child health. It also supports the management of noncommu-
nicable diseases through the ethical and responsible use of Al
in healthcare contexts. The US Executive Order on Al does not
specifically address the themes of SDG 3. It focuses on promot-
ing Al innovation and ensuring the United States remains a
leader in Al technology, with indirect implications for health
through general advancements in AL

The EU AI Act is more explicit in its health-related provi-
sions, highlighting the role of AI in healthcare diagnostics
and decision-making support. It recognizes AI’s potential in
managing noncommunicable diseases and improving health-
care services, aligning directly with SDG 3 goals. The UK
Pro-Innovation Approach includes the use of Al in healthcare,
particularly in diagnostics and medical devices, which can im-
prove healthcare outcomes. The approach is flexible and fo-
cuses on encouraging innovation while ensuring safety and
ethical standards. Finally, China’s draft Al regulation man-
dates that Al systems protect vulnerable populations, includ-
ing minors, indirectly supporting maternal and child health.
It stresses the importance of responsible Al use in healthcare,
although specific diseases are not mentioned.

The next 2 paragraphs present the normative implications
of international and national frameworks analyzed.

Normative implications of international frameworks
of Al for SDG 3

The UN AI Advisory Body interim report, “Governing Al for
humanity”

The normative implications of the UN Al Advisory Body
Interim Report'® for SDG 3 are significant. The report under-
scores the necessity of embedding Al governance in inter-
national human rights frameworks and the SDGs, ensuring
that Al developments contribute positively to global health.
This approach promotes the ethical use of Al in healthcare,
prioritizing inclusivity, equity, and the public interest. It also
calls for robust international governance structures to oversee
AT’s deployment in health, ensuring that the technology is used
safely, ethically, and for the benefit of all humanity, particular-
ly in vulnerable and underserved populations.

The OECD recommendations on Al

The OECD AI principles'” establish a normative framework
that supports the ethical and responsible use of Al in health-
care, aligning with the goals of SDG 3. By promoting transpar-
ency, accountability, and inclusivity, the principles encourage
the development and deployment of Al systems that can en-
hance health outcomes and reduce disparities. The principles
also underscore the importance of interdisciplinary research

Health Affairs Scholar, 2025, 3(6), gxaf108

and international cooperation, which are vital for addressing
global health challenges. The commitment to environmental
sustainability further reinforces the interconnected nature of
health and the environment, advocating for holistic ap-
proaches to health that consider broader ecological impacts.

The G20 guidelines on Al

The G20 principles on Al lay the groundwork for ethical, ac-
countable, and transparent use of Al technologies. These prin-
ciples are crucial for the healthcare sector, which is
increasingly reliant on Al to enhance patient care, diagnostics,
and operational efficiencies. The normative implications of
this policy for SDG 3 include the establishment of standards
that ensure Al systems respect privacy, promote equality,
and operate transparently. This fosters trust in Al-driven
healthcare solutions, which is essential for broad acceptance
and effective implementation.

By promoting international cooperation and fair practices,
the policy supports the creation of global standards for Al in
healthcare, facilitating cross-border data flows and collabora-
tive research. These efforts can accelerate the development and
deployment of Al solutions tailored to address critical health
issues, such as disease outbreaks, chronic disease manage-
ment, and health resource allocation. The policy’s emphasis
on ethical Al use and robust governance frameworks helps en-
sure that Al technologies contribute positively to the goal of
good health and well-being for all, in alignment with SDG 3.

The UNESCO recommendations on Al

The UNESCO recommendations on AI'® carry significant nor-
mative implications for achieving SDG 3, which aims to ensure
healthy lives and promote well-being for all at all ages. The
recommendations advocate for the integration of Al systems
in healthcare, emphasizing the potential of these technologies
to improve health outcomes, mitigate disease outbreaks, and
enhance patient care. By encouraging the development and de-
ployment of Al in ways that are safe, effective, and ethically
sound, the guidelines align with SDG 3’s targets on maternal
and child health, communicable and noncommunicable dis-
eases, substance abuse, and environmental health. They stress
the importance of maintaining human oversight in health-
related Al applications, ensuring patient consent and privacy,
and addressing biases within AI systems. This ethical frame-
work supports the reduction of health inequalities and the pro-
motion of universal health coverage, thereby advancing the
global agenda for health and well-being. Moreover, the focus
on gender-responsive Al policies, as highlighted in Policy Area
6, ensures that Al advancements contribute to reducing gender
disparities in health, further reinforcing the commitment to
equitable health outcomes.

The Al treaty of the Council of Europe

The normative implications of the Council of Europe’s treaty
on AI'” for SDG 3 center around promoting ethical, equitable,
and sustainable Al development and deployment. By advocat-
ing for human-centered Al the document implicitly supports
initiatives that can improve health outcomes. The focus on
ethical standards and human rights aligns with the goals of en-
suring healthy lives and promoting well-being for all at all
ages. While the document does not explicitly address specific
health issues, its broader principles foster an environment



Health Affairs Scholar, 2025, 3(6), gxaf108

where Al can be effectively utilized to support and enhance
public health initiatives.

Normative implications of national frameworks of Al
for SDG 3

The Brazilian draft legislation on Al

Brazil has re-introduced a proposal for an Al legislation.?%-*!
The normative implications of Brazil’s draft Al regulation
for SDG 3 are substantial. The regulation establishes a frame-
work for the responsible development and use of Al ensuring
that Al systems enhance health outcomes without compromis-
ing ethical standards. The emphasis on protecting vulnerable
populations and ensuring data privacy aligns with the core
principles of SDG 3. Additionally, the regulation promotes
transparency, accountability, and human oversight, which
are critical for maintaining public trust in Al technologies.
By addressing the potential risks and ensuring robust govern-
ance, the regulation supports the sustainable and equitable in-
tegration of Al in healthcare, contributing to the overall goal
of achieving universal health coverage and improved health
and well-being for all.

The US Executive Order on Al

In January 2025, Trump signed a new executive order on Al.
The Executive Order on Removing Barriers to American
Leadership in Artificial Intelligence (January 23, 2025) re-
vokes certain existing Al policies and directives perceived as
barriers to American Al innovation. It aims to clear a path
for the United States to act decisively to retain global leader-
ship in Al. The order mandates the creation of an action
plan within 180 days to sustain US Al leadership, focusing
on human flourishing, economic competitiveness, and nation-
al security. This order is intended to foster Al innovation
across various sectors, including healthcare, by promoting
Al integration and reducing regulatory hurdles.

The EU AI Act

The normative implications of the EU AI Act** for SDG 3 are
significant. The act sets a precedent for the responsible use of
Al in healthcare, mandating high standards for Al systems that
affect health and safety. By classifying healthcare-related Al
systems as high risk, the act enforces robust data governance,
transparency, and risk management practices. This ensures
that Al applications in healthcare are safe, reliable, and equit-
able, addressing potential biases and protecting vulnerable in-
dividuals. The act promotes trust in Al systems, which is
crucial for their acceptance and effective implementation in
healthcare. Thus, it supports the overarching goal of SDG 3
by ensuring healthy lives and promoting well-being for all at
all ages through the ethical and safe use of Al technology.

The People’s Republic of China draft Al law

The normative implications of the preliminary draft of China’s
proposed Al Law that has circulated among legal scholars*®
for SDG 3 are profound. By mandating high standards for
Al in healthcare and emphasizing ethical use, the regulation
ensures that Al technologies enhance health outcomes while
protecting individual rights. The focus on data quality, trans-
parency, and accountability is crucial for building trust in Al
systems, which is essential for their widespread adoption in
healthcare. The regulation’s provisions for protecting minors

1"

and promoting green development highlight a holistic ap-
proach to health that encompasses both direct medical care
and broader environmental and social determinants of health.
This comprehensive approach supports the goal of ensuring
healthy lives and promoting well-being for all ages as outlined
in SDG 3.

The UK pro-innovation approach

The UK pro-innovation approach to AI** aligns with SDG 3
by promoting the use of Al to improve healthcare outcomes,
enhance diagnostics, and support sustainable environmental
practices. The document outlines the potential of Al in health-
care, particularly through automated triage systems and med-
ical devices, which can improve the efficiency and accuracy of
medical diagnoses and treatments. This has significant norma-
tive implications for SDG 3, particularly in terms of enhancing
healthcare delivery and supporting public health initiatives. By
prioritizing the ethical use of Al, the policy aims to mitigate
risks associated with Al deployment, such as data privacy con-
cerns and potential biases in healthcare decisions. The focus
on transparency, accountability, and human oversight ensures
that Al systems are implemented in a manner that promotes
health equity and patient safety.

Discussion

The normative implications of the analyzed Al policy frame-
works for achieving SDG 3 are substantial. A critical compari-
son reveals significant differences between international
frameworks and national policies in terms of scope, enforce-
ability, and their impact on health outcomes.

International frameworks, such as the UN AI Advisory
Body Interim Report, the OECD AI principles, and the
UNESCO Recommendations on Al Ethics, provide broad
guidelines emphasizing the ethical, transparent, and account-
able use of Al These frameworks aim to align Al development
with global health goals by promoting inclusivity, equity, and
the public interest. They encourage interdisciplinary research
and international cooperation, which are crucial for address-
ing global health challenges. However, these international
guidelines often lack enforceability, relying instead on moral
suasion and the voluntary adoption of best practices by na-
tions and organizations.

In contrast, national frameworks, such as the EU Al Act,
Brazil’s draft Al regulation, and China’s proposed Al law,
introduce specific, enforceable regulations that directly impact
healthcare.”> The EU AI Act, for instance, classifies
healthcare-related Al systems as high risk, mandating strin-
gent data governance, transparency, and risk management
practices.”® This regulatory approach ensures that Al applica-
tions in healthcare are safe, reliable, and equitable, addressing
potential biases and protecting vulnerable populations. The
enforceability of such regulations within the EU, and poten-
tially beyond under certain conditions,*” offers robust guaran-
tees for health, promoting trust and widespread adoption of
Al in healthcare.

The UK and US approaches, on the other hand, are more
flexible and pro-innovation, focusing on creating an environ-
ment that fosters Al development while addressing risks
through non-binding guidelines.”® The United Kingdom’s
pro-innovation approach emphasizes the potential of Al to en-
hance healthcare delivery through automated triage systems
and advanced diagnostics, while promoting ethical use,
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transparency, and human oversight. This approach aims to
balance the need for innovation with the mitigation of risks
such as data privacy concerns and potential biases in Al
systems.

One of the key advantages of stringent regulations, such
as those in the EU Al Act, is the high level of assurance
they provide in terms of safety, ethical standards, and data
protection. These regulations help build public trust in Al
technologies, which is essential for their effective implemen-
tation in healthcare. However, the downside is that such
rigorous requirements can potentially stifle innovation by
imposing significant compliance burdens on developers and
businesses.

Conversely, the more flexible, principle-based frameworks
seen in the United Kingdom and the United States encourage
rapid innovation and adaptation of Al technologies. This
can lead to faster advancements and integration of Al in
healthcare, potentially driving significant improvements in
health outcomes. The trade-off, however, is the risk of insuffi-
cient oversight, which can lead to issues such as data privacy
breaches, biased algorithms, and unequal access to Al-driven
healthcare solutions.

Al governance and health equity

Artificial intelligence governance can significantly influence
health equity by ensuring that Al technologies are developed
and used in ways that are inclusive and equitable.*” Strong
governance frameworks can help address the disparities in
healthcare access and quality that exist within and between
countries. For instance, governance frameworks that focus
on data privacy, bias mitigation, and transparency can prevent
the exclusion of marginalized groups and incentivize an equit-
able distribution of Al benefits.* The UNESCO recommenda-
tions, with their focus on gender-responsive Al policies,
exemplify how governance can reduce gender disparities in
health.

Furthermore, governance that prioritizes the protection of
vulnerable populations, as seen in Brazil’s draft Al legislation,
can enhance health equity by ensuring that Al systems do not
harm or exclude these groups. However, countries face diverse
challenges in implementing Al governance for healthcare. In
developed nations like those in the EU, the primary challenge
lies in balancing stringent regulatory standards with the need
to foster innovation. While robust regulations like the EU Al
Act provide high levels of assurance for safety and ethical
use, they can also create significant compliance costs and po-
tentially slow down innovation, as mentioned before.
Ensuring that regulations are flexible enough to adapt to rapid
technological advancements is crucial.

Challenges of implementing Al policies

in healthcare settings

Implementing Al policies in healthcare settings involves a
number of practical, legal, and ethical challenges that can sig-
nificantly hinder effective deployment. On a technical level, is-
sues related to data quality, privacy, and interoperability
remain central and already visible in relation to data protec-
tion legislation and how it creates a delicate trade-off.*!
Artificial intelligence systems require large, representative da-
tasets, yet many healthcare datasets are fragmented, biased, or
lack proper anonymization—leading to skewed outcomes and
risks to patient confidentiality.>* Clinically, the integration of
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Al into existing workflows often faces resistance from health-
care professionals who are either undertrained in Al tools or
concerned about the erosion of clinical autonomy, misdiag-
nosis risks, and unclear lines of liability.>® Legally, the lack
of clear, harmonized regulation on Al accountability, in-
formed consent for algorithm use, and the classification of
Al as a medical device complicates compliance and oversight
across jurisdictions.’* Moreover, ethical concerns such as
algorithmic bias, transparency, and fairness pose systemic
risks that may exacerbate existing healthcare inequalities if
not addressed through inclusive governance frameworks.>’
Institutional capacity is another challenge—many healthcare
providers, particularly in low-resource settings, lack the in-
frastructure and funding to safely implement and maintain
Al systems. Finally, cybersecurity risks and data breaches
represent growing concerns, requiring robust protocols to
protect sensitive health information.>® Addressing these
multifaceted challenges will require interdisciplinary collab-
oration, adaptive regulation, and sustained investment in
digital health literacy.

Recommendations for future research on Al
governance and SDG 3

Future research should focus on several key areas to ensure
that Al governance effectively supports the dual goals of in-
novation and health equity.

Firstly, given the dynamic nature of Al governance, it would
be desirable to continue monitoring new and existing Al gov-
ernance frameworks at both national and international levels
with comparative methods. Comparative studies should assess
the effectiveness of stringent regulatory frameworks, such as
the EU Al Act, against more flexible, principle-based ap-
proaches, like the United Kingdom’s pro-innovation strategy.
Evaluating the impact of these frameworks on innovation,
public trust, and the distribution of Al benefits in healthcare
is also essential to identify best practices and areas for im-
provement. As shown by recent research, Americans for ex-
ample seem to perceive healthcare as an area in which Al
applications could be particularly beneficial, but they have
substantial concerns regarding specific applications, especially
those in which Al is involved in decision-making and regard-
ing the privacy of health information.>”

Another area of research should explore how Al governance
frameworks impact health equity and the ways in which Al
governance can promote inclusive access to Al technologies,
particularly in underserved and marginalized communities.*®
Building public trust in Al technologies is another critical
area of research. This includes developing standards for how
Al decisions are communicated to patients and healthcare pro-
viders.?” Research should also examine the role of Al govern-
ance in mandating monitoring of quality of Al in healthcare.*’

Interdisciplinary and international collaboration is key to
developing effective Al governance frameworks that can
maximize the positive outcome on Al in healthcare as a
consequence. Future research should focus on studying the
role of international organizations such as the World Health
Organization and the International Telecommunication
Union in setting standards. Exploring the benefits of cross-
sector partnerships between governments, academia, industry,
and civil society in developing and implementing Al govern-
ance frameworks can provide valuable case studies and lessons
learned.
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Also, future research should track health outcomes in re-
gions and institutions that have implemented Al governance
frameworks, measuring improvements in health indicators,
patient satisfaction, and system efficiencies. Analyzing the eco-
nomic impact of Al implementation in healthcare, including
cost savings, return on investment, and economic disparities,
can help quantify the benefits and costs associated with Al
adoption*! and identify eventual differences under different
governance models.

While this paper offers a comprehensive analysis of Al gov-
ernance through policy review and theoretical frameworks, it
does not include empirical data assessing the practical out-
comes of these regulatory approaches—particularly in terms
of their impact on health-related applications of Al This limi-
tation is acknowledged and presents a valuable opportunity
for future research. The conceptual groundwork laid here
can serve as a foundation for a follow-up empirical study
that investigates how these policies are implemented in prac-
tice and their tangible effects on public health systems, equity,
and innovation. Future research should aim to gather qualita-
tive and quantitative data from stakeholders, including policy-
makers, healthcare providers, and affected communities, to
evaluate the real-world efficacy and consequences of Al gov-
ernance across jurisdictions.

Conclusions

The analysis of national and international AI frameworks
highlights the critical role of governance in shaping the devel-
opment and deployment of Al technologies in healthcare.
These frameworks vary significantly in their approach, en-
forceability, and impact, offering precious insights into how
different regions are addressing the ethical, legal, and social
challenges associated with Al in healthcare.

The relevance of these frameworks for SDG 3 lies in their
ability to shape the ethical landscape of Al in healthcare, en-
suring that technological advancements contribute positively
to health and well-being. Strong governance frameworks
that prioritize equity, inclusivity, and ethical standards are
fundamental for mitigating risks and maximizing the benefits
of Al in healthcare.

International frameworks provide valuable ethical guide-
lines and promote global cooperation, essential for addressing
shared health challenges and ensuring that Al benefits are
equitably distributed. However, their impact is limited by their
non-binding nature (except for the Al treaty), highlighting the
importance of national frameworks that can enforce these
principles.

National frameworks, being them policies and/or draft reg-
ulations, play a critical role in ensuring the safe, reliable, and
equitable deployment of Al in healthcare. How to achieve the
balance between stringent regulations and flexible,
innovation-friendly policies is a key question mark.
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