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Abstract

Refined asymptotic methods are used to produce degrees-of-freedom-
adjusted Edgeworth and Cornish-Fisher size corrections of the ¢ and F
testing procedures for the parameters of a S.U.R. model with serially
correlated errors. The corrected tests follow the Student-t and F' distri-
butions, respectively, with an approximation error of order 0(7'3), where
7 = 1/V/T and T is the number of time observations. Monte Carlo sim-
ulations provide evidence that the size corrections suggested hereby have
better finite sample properties, compared to the asymptotic testing pro-
cedures (either standard or Edgeworth corrected), which do not adjust for
the degrees of freedom.
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1 Introduction

The use of refined asymptotic techniques can considerably improve the finite-
sample performance of testing procedures in applied econometric research (see,
e.g., Ullah (2004), for a survey). These techniques involve the use of Edge-
worth expansions which effectively provide higher-order asymptotic approxima-
tions of the finite-sample distributions of well known econometric test statistics
(see Magdalinos and Symeonides (1995), Magee (1985), Rothenberg (1984b),
Symeonides et al. (2007), inter alia). In finite samples, there are considerable
discrepancies between the actual (sample) and nominal size of many standard
testing procedures, employed in econometric literature. These discrepancies are
found to be very severe, especially for the generalized linear regression model
with a non-scalar covariance matrix of the error terms estimated by the feasible
generalized least squares (FGLS), or maximum likelihood (see, e.g., Kiviet and
Phillips (1996), Ullah (2004)).

Despite the substantial amount of work on refined asymptotic bias expan-
sions of alternative estimators for the linear regression model or simultane-
ous equations systems (see, e.g., Iglesias and Phillips (2010, 2012), Kiviet and
Phillips (1996), Kiviet et al. (1995), Phillips (2000, 2007), inter alia), there are
only a few papers applying these methods to conventional tests, like the ' and
t. Rothenberg (1984b, 1988) used Edgeworth expansions in terms of the chi-
square and normal distributions to derive general formulas of corrected critical
values of the Wald (or F') and ¢t tests, respectively.

In this paper, we derive size corrections of the ¢t and F tests for the system
of Seemingly Unrelated Regression (S.U.R.) equations with first-order autore-
gressive error terms, introduced by Parks (1967). The fact that these tests are
over-sized in finite samples can be attributed to two sources: (i) the non-zero
cross-correlations of the error terms of the S.U.R. equations, and (ii) the specific
dynamic structure of these error terms, i.e., the existence of serial correlation
(with possibly distinct autocorrelation coefficients) in the S.U.R. equations.

Since the Edgeworth expansions are not well-defined distribution functions
and they may assign negative ‘probabilities’ to the tails of the approximated dis-

tributions, the paper suggests using the Cornish-Fisher expansion of the tests



rather than the Edgeworth expansion of their distribution functions (see Cor-
nish and Fisher (1937), Fisher and Cornish (1960), Hill and Davis (1968), Mag-
dalinos (1985), Ogasawara (2012), inter alia). The above suggested corrections
are asymptotically equivalent, but there are arguments—both theoretical and
practical—in favor of the Cornish-Fisher correction: First, the Cornish-Fisher
corrected test statistics are theoretically superior because they are proper ran-
dom variables and their distributions have well-behaved tails; second, since they
do not require the calculation of new critical values, they can be readily imple-
mented in applied research based on the publicly available tables of standard
distributions.

The paper proposes the use of degrees-of-freedom-adjusted Edgeworth cor-
rected critical values and Cornish-Fisher corrected statistics of the ¢t and F' tests
when the S.U.R. model with serially correlated errors is estimated using the
Parks’ estimator (see Parks (1967)). These corrections follow the Student-¢ and
F distributions, respectively, with an approximation error of order O(73), where
7 =1/V/T and T is the number of time observations of the sample. The use of
degree-of-freedom-adjusted forms of the above tests lead to approximations that
are ‘locally exact’ (see Magdalinos (1985)), which means that the approximate
distributions reduce to the exact ones, when the model is sufficiently simplified.
These approximations are found to improve the small-sample performance of
the tests (see Magdalinos and Symeonides (1995), Symeonides et al. (2007)).
To our knowledge, this is the first attempt in the literature to develop analytic
size corrected testing procedures for the S.U.R. model with serially correlated
€rrors.

The analytic size corrections suggested by the paper take into account the
magnitude of the various nuisance parameters, as well as the way in which
they influence the elements of the disturbance covariance matrix. They can
be implemented separately to correct for the non-zero cross-correlations of the
error terms, or their serial correlation effects, or the combination of the above.

The paper is organized as follows. Section 2 provides some preliminary no-
tations. Section 3 presents the S.U.R. model and the assumptions needed in
our expansions. Analytic formulas for the locally exact Edgeworth and Cornish-

Fisher second-order size corrections of the ¢ and F' test statistics are derived



in Section 4. Section 5 conducts out a Monte Carlo simulation evaluating the
performance of the suggested corrected tests. Finally, Section 6 concludes the

paper. Proofs of the results of the paper are given in the Appendix.

2 Preliminary notation

Throughout the paper, we use the tr, vec, ®, and matrix differentiation notation
as defined in Dhrymes (1978, pages 518-540), and for any two indexes i and
J, we denote Kronecker’s delta as d;;. Moreover, any (n x m) matrix L with

elements /;; is denoted as

L= [(lij)izl, omnsi=1, ., m];

with obvious modifications for vectors and square matrices. If [;; are (n; x m;)
matrices, then L is the (3 n; x > m;) partitioned matrix with sub-matrices ;;.

The following matrices:
Px=X(X'X)"'X', Px=1I-Px=1-X(X'X)"'X'

denote the orthogonal projectors into the spaces spanned by the columns of the
matrix X and its orthogonal complement, respectively. Finally, for any stochas-
tic quantity (scalar, vector, or matrix) we use the symbol £(-) to denote the

expectation operator.

3 The model

Consider a S.U.R. system of M contemporaneously correlated regression equa-
tions of the form

Yo =X Bu+u, (n=1,..., M), (1)
where y,, are (T x 1) vectors of observations on the dependent variables, X, are
(T x n,) matrices of observations on sets of n,, non-stochastic regressors, /3, are
(n, x 1) vectors of parameters to be estimated and u,, are (T x 1) vectors of non-
observable serially correlated stochastic error terms of the p-th equation, defined
as uy, (t =1, ..., T). These terms are generated by the following stationary

first-order autoregressive (AR(1)) process:

Uy = Pulit—typ T Etpy —1<py <1 (t=1,...., Ty p=1,..., M), (2)



where &;, are normally distributed innovations (see Turkington (2000)). For
any two indexes p, ¢/ =1, ..., M, we have £(g¢,) = 0, for all t. Moreover, for
t # 1 ort' # 1, the covariance between two innovations €, and ey, is given as

Elewperw) = oy, Fort =t =land p, ' =1, ..., M, E(epep ) becomes

E(erperp) = opw (1 — 95)1/2(1 - pi')l/z/(l — Pubu’) (3)

(see Parks (1967, pages 507-508)). In addition to assumption p, € (—1,1),
stationarity of AR(1) processes (2) implies the following relationships on the

initial conditions of the error terms of the S.U.R. equations:
uy =1 =p) ey, (t=1p=1,..., M). (4)

These relationships imply that, forall t =1, ..., T and pu, ' =1, ..., M, the

error terms wuy, satisfy the following conditions:

E(ugu) =0, 5(“?;4) = opuu/(1 - p,i), E(utpury) = o /(1= pupu)- (5)

Let n = Zﬂiﬂlm and define the (MT x 1) vectors y and u, the (n x 1)
vector 8 and the (MT x n) block diagonal matrix X as follows:

M U= [(uu)uzL . Ml

p= [(Bﬂ)uzl,...,M]’ (6)
X = [(5u#’Xﬂ)#,u/:1, M}

,,,,,

Then, the system of equations (1) can be written in a matrix form as follows:

1 Xl 0 0 61 Ul
Y2 0 X2 0 BQ u9
YM 0 0 X B un

or more compactly as

y=XB+u. (8)

To derive size corrected significance tests for the elements of the vector 3, the
above representations of the S.U.R. system will be written in an autocorrelation-

free form, after applying appropriate transformations on y, X and u. Following



Parks (1967), define the (T' x T') matrices P, and R as follows:

- 1 -
(1—pi)_§ 0 0 .o 0
1
(1=p2)2p0 1 0 -0
1 ' —1p—
Po=| (1-p2)"2p2  pp 1 o 0 |, R =P;VPLY,(9)
2 -1 T—1 T—2 T—3
L A=pp) " 2p, " P " pp o e 1]

and the following (MT x MT) block diagonal matrix
P = [(5##/13#)#»#/:17 M]- (10)
Then, (2) implies that the (7" x 1) random vectors u, can be written as
uy, =Py, (p=1,..., M), (11)
where ¢, are (T x 1) random vectors with non-autocorrelated elements e, i.e.,

en = Em)imr, 7 e, ) (12)

As in (11), consider the (7" x 1) vectors y,,, and (T x n,) matrices X,,,, with

non-autocorrelated elements, satisfying the following relations:
Yux = P,flym Xu* = Pu_lX;m (13)

and define the (MT x 1) vector y, and (MT x n) block diagonal matrix X, as

follows:
Y = [(yu*)“zl, M,M]a X =[O Xy )uwr=1, ..., ml- (14)

Then, pre-multiplying the p-th equation of (7) by P ! we can derive the fol-

lowing S.U.R. model with non-autocorrelated error terms:

Yix Xl* 0 - 0 61 €1
Yo 0 Xow -+ 0 Ba )

=0, N (15)
Y 0 0 s Xars Bm EM

(see Zellner (1962, 1963), Zellner and Huang (1962), Zellner and Theil (1962)).

In more compact form, this model can be written as



where 3y, = Py, X, = P7'X and ¢ = P~'u. The above representation of
the S.U.R. system implies that the (MT x 1) error vector u in (8) is normally

distributed with mean and variance-covariance matrix given as follows:
Eu) =0, E(uu')=Q""' =PE(e )P = P(E®Ir)P, (17)

where
Y= [(Uuu’)u,u’:L M- (18)

The last relationship implies that
Q=P ' 'eIy)P? (19)

is a function of the ((M + M?) x 1) parameter vector v = (¢’,<’)’, where ¢ =
(p1, ---, pam) is the (M x 1) vector of autocorrelation coefficients in (2) and
the (M2 x 1) vector ¢ = vec(X71) € £ = RM* — 15, where U is the subspace of

RM” in which ¥ is not positive definite. After defining the composite index

(') = p+ M =1) (') =1, ..., M?), (20)

for any two indexes p,u’ = 1, ..., M, it can be easily seen that the (up')-th
element of vector ¢, denoted as ¢(,,,,/, is actually the (p, u’)-th element of matrix
¥1, denoted as o+ .

The system of equations (16) (or (15)) can be seen as the vectorization

outcome of the following form of the S.U.R. model of M equations:
Y, =ZB+E, (21)
where Y, and E are (T x M) random matrices defined as
ye = vec(Yy), € =wvec(E), (22)

respectively, where the rows of matrix E are N/(0,X) random vectors and B

is a (K x M) matrix whose columns, denoted as b, are defined as

b,u:\I/,uﬂﬂ (M:]-aaM)v (23)

where ¥, are (K x n,) known sub-matrices of the (MK x n) block diagonal

matrix

U= [(5;1#"1’#)#,#’:1, oy M- (24)



Finally, Z is a (T x K) matrix with non-autocorrelated columns, defined by

the following relationship:

Xe = [(%u’Xu*)mu’:l, M] = [(5HH’Z\IIM)#7#':1, M]

= [(5uu’Z)u7u’:1, M} [(5%’\1/#)#,#/:1, M]

= (IM®Z)\I’. (25)

The above representation of the S.U.R. model, given by (21), will facilitate the

expansions needed in our derivations of the size corrected tests suggested in the

paper.

3.1 Assumptions

To carry out our expansions, it would be theoretically convenient to introduce

a re-parameterization of the error covariance matrix of model (8) as follows:
y=XB+ou, 0>0, u~Nyr(0,Q71), (26)

assuming that parameter o2 can be estimated separately from the rest terms of
the covariance matrix Q! of vector u.!

For the derivation of our size corrected tests, we need to make a number of
assumptions on the elements of matrix €2, which is the inverse of the variance-
covariance matrix of the error vector u. To this end, we denote as €;, £,
etc., the (MT x MT) matrices of first-, second- and higher-order derivatives,
respectively, of the elements of matrix €2 with respect to the elements of the
((M + M?) x 1) vector of nuisance parameters v = (¢’,s’)’. For any estimator
of v, define the ((1 + M + M?) x 1) vector &, with elements

Pt S S ey P SN (170 Rk (10 (27)

T 9 Pu T I §(MM/) - T 9

where p = 1, ..., M, (uu') = 1, ..., M? and 7 = 1/3/T is the ‘asymptotic

IThe nuisance parameters o and v can be simultaneously identified under the restriction

o = 1, which implies that the estimate of matrix X, denoted as f), is accurate, up to a
multiplicative factor. This is not true in samples with small time dimension. A convenient
method to estimate o is through the following feasible generalized least squares (GL) estimator
. A [ Br—1 o1 51 5 1/2

bar = [(v—XB) (PG} (Sgh @ In b1 ) (w— XB)/(MT = m)] "™,

where B is the feasible GL estimator based on any consistent estimators of ¥~ and P!,



scale’ of our second-order stochastic expansions. Then, our size corrected tests

can be derived based on the following assumption.

Assumption 1:

(i) The elements of matrices 2 and Q27! are bounded for all T, all vectors o
with elements p, € (—1,1), and all vectors ¢ € £. Moreover, the following
matrices:

A=X'QX)T, F=X'X)T, T'=2'Z)T (28)
converge to non-singular limits, as 7" — oo.
(if) Up to the fourth order, the partial derivatives of the elements of Q with

respect to the elements of ¢ and ¢, are bounded for all T', all vectors ¢ with

elements in the interval (—1,1), and all vectors ¢ € £.

(iii) The estimators ¢ and ¢ are even functions of u, and they are functionally
unrelated to the parameter vector 5. As a result, they can be written as

functions of X, Z, and u only.

(iv) The vector of nuisance parameters § admits a stochastic expansion of the

form

0 = [50, (00, ) =1, ..., M), [(5%,,))(,“1/):1,..A,MQ}’]

di + 7doy + UJ(TQ), (29)

where the order of magnitude w(-), defined in the Appendix, has the same

operational properties as order O(-). Moreover, the expectations
E(dydy), E(VTdy + do) (30)
exist and have finite limits, as T — oo.
The first two conditions of Assumption 1 imply that the following matrices:
A= X'0GX/T, A =X'QX/T, A5 =X'QQ0'0X/T (31)

are bounded. Thus, according to Magdalinos (1992), the Taylor series expansion
of 5 constitutes a stochastic expansion. Since the vectors of nuisance parameters
o and ¢ are functionally unrelated to [, condition (iii) of Assumption 1 is sat-

isfied for a wide class of estimators ¢ and ¢, including the maximum likelihood



estimators and the simple or iterative estimators based on the regression resid-
uals (see Breusch (1980), Rothenberg (1984a)). Note that we need not assume
that estimators ¢ and ¢ are asymptotically efficient.

Further, conditions (i)—(iv) of Assumption 1 should be satisfied by all the
estimators of vectors g and ¢, considered in the paper. The estimators of the el-
ements of vector g, i.e., p, (u = 1,..., M) include the following: the least squares
(LS), Durbin-Watson (DW), generalized least squares (GL), Prais-Winsten (PW)
and maximum likelihood (ML).2 The elements of vector ¢ = vec(3~1) can be
estimated by

¢ = vec| (Y. — ZB)(Y, — ZB) /T} - (32)
where B is any consistent estimator of the matrix of parameters B of regression
model (21). Consistent estimators of B include the unrestricted and restricted
least squares (denoted as UL and RL, respectively), the simple and iterative
generalized least squares (denoted as GL and IG, respectively) and the maximum

likelihood (ML) estimators.?

To present the expansions suggested in the paper, expectations £(d;d}) and

2The closed forms of these estimators of p, for all u, are given as follows:
(i) Ls:
Pu = 212 ﬁwﬁuq)u/ Zthl i3y,
where @y, are the LS residuals of regression model (1).
(i) DW:
") =1- (DW/2),
where the DW is the Durbin-Watson statistic.
(iif) GL:
Pu = Zjﬁ ﬂwﬁ(tq)u/ Zthl a7,
where 4y, denote the GL estimates of wu¢,, based on the autocorrelation-correction of

regression model (1), for all p, using any asymptotically efficient estimator of p,,.

(iv) PW: This estimator of p,, denoted as ﬁfbpw), together with the PW estimator of 3, de-

noted as B&Pw), minimize the sum of squared GL residuals (Prais and Winsten (1954)).

(v) ML: This estimator, denoted as ﬁLML), satisfies a cubic equation with coefficients defined

in terms of the ML residuals (Beach and MacKinnon (1978)).
3The closed forms of these estimators of B are given as follows:

(i) UL:
By =(Z2'2)"'2'Y..

10



S(ﬁdl + d2) will be defined as follows:

oo A, N Ko
Jim E(ddy) = |X, A, Aj | and Tlg%oe(\/fdﬁdg): Kol . (33)
A A A R

respectively, where \g and kg are scalars, A, and x, are (M x 1) vectors, A; and
ke are (M? x 1) vectors, A, is a (M x M) matrix, A¢ is a (M? x M?) matrix
and Ay is a (M? x M) matrix. The following partitions of the above matrix

and vector will be of use in the paper:

X N K
0 and 0 , (34)
A A K
where
A, N A
A=|7e Pl =17 and k= |, (35)
AQC A¢ A R

where A is a (M + M?) x (M + M?)) matrix, and A and x are (M + M?) x 1)
vectors. The elements of the vectors and matrices in (33), (34) and (35) can be
interpreted as ‘measures’ of the accuracy of the expansions of estimators 62, p,,

and ¢,y around the true values of the corresponding parameters.

4 Size corrected test statistics

In this section, we derive size corrected ¢, Wald and F' test statistics, as well as
the second-order approximations of their distributions based on the conditions

of Assumption 1. The versions of the test statistics which adjust for the degrees

(ii) RL:
vee(Bgrr)) = U(X[X.) ' Xy..
(if) GL:
. B —1 .
vee(Bigr)) = ¥ [X{(S7 @ In)X.] XS @ Iy,
where ﬁ?;l is the UL or RL estimator of 3.

(iv) IG: This estimator, denoted as B([G)7 is computed by iterative implementation of the

GL estimator.

(v) ML: This estimator, denoted as B(ML), can be computed by iterating the GL estimation

process up to convergence (Dhrymes (1971)).

11



of freedom, namely the Student-t and F', are locally exact. That is, if the vector
of parameters v = (¢,¢’)’ is known to belong to a ball of radius ¥, then the
approximate distributions of these test statistics become exact, as 19 — 0.

The analytic size corrections developed in this section can provide size cor-
rections to either the non-zero cross-correlations of the error terms or their
serial correlation effects. The part of the size corrections corresponding to the
serial correlation effects constitutes a extension of the results in Magdalinos and
Symeonides (1995) to the multiple equation framework. On the other hand, the
part of the size corrections due to the non-zero cross-correlations constitutes a
completely genuine contribution to the literature, which can be readily imple-
mented to correct the size of the ¢ and F' tests in the standard Zellner’s S.U.R.
model (see Zellner (1962)) alone.

4.1 The t test

Let the elements of the (n x 1) vector e and scalar ey be known quantities.

Testing any null hypothesis of the form
Hy: eB=eg (36)
against its one-sided alternatives, can be based upon the following ¢ statistic:
. 1/2
t= (B —eo)/ [&%’(X/QX)—le] : (37)

which is adjusted for the degrees of freedom of the Student-¢ distribution.
For the derivation of the suggested asymptotic expansions, we define the

((M + M?) x 1) vector [ and the ((M + M?) x (M + M?)) matrix L as follows:

/
= [(lpu,),u:L sy M],7 [(ls‘w“/))(u;t’):l, ey MQ}/ :| ) (38)
[(lp,ip“/)u,u’:h--,M;] [(lpug(w/)) p=1, ..., M; ]
(1/1//):1,...,M2
I = ; (39)
[(l%W/)pu)(w’):l: MQ;] [(l<<w)<<w/) )(w’)zl, M2;]
p=1, ..., M (v')=1, ..., M?

where the elements of vector [ and matrix L are defined below:

ZPN = h/GAP;LGh7 ZC(ML/) = hIGAC(ML/)Gha
lfmpm = h’GCpH,,“,Gh7 mew,) = h’G’CM(W,)Gh, (40)
— N
l‘(w/)”ﬂ =h GC<<:/V'>/’MGh’ l<<uu'><<w'> =h Gcﬂw')%u')Gh’

12



where G = A~! = (X'QX/T) ' is a (n x n) matrix, h = e¢/(e/Ge)'/? is a (n x 1)

vector and
. *
CPMPH/ - Ap“,l)#/ - 2Apu GAP;/ + APMF‘L/ /27
— * _
CPMC(W/) - Apug(,,l,/) QAPHGAC(W/) + APMC(W/)/27 (41)
p— * —
S(up")Swv’y T A§(Mu)<(w’) 2A§(w’)GA§(w’> + Ag(w/)g(w’)/Q’

with obvious modifications for C}(W,) P
The next two theorems give alternative Edgeworth approximations of the
distribution function of the ¢ statistic, given in (37), in terms of the normal and

Student-t¢ distributions, respectively.

Theorem 1. The distribution function of the t statistic (87), under the null

hypothesis (36), admits the Edgeworth expansion
2

T .
Pr{t <z} =1I(x) — 5 [(p1+3) + (p2 + 3) 2?] zi(z) + O(7%),  (42)
where I(-) and i(-) are the standard normal distribution and density functions,

respectively, and scalars p1 and p2 can be calculated as follows:

z'AzH,( +5)7 Lo=2 VAL 24 Ay 2
4 R 9 Ro 4 , P2 = 1

p1 =tr(AL)+ . (43)

Analytic formulas for the computation of scalars Ao, ko, and the elements of X,

K, A, 1 and L are given in the Technical Appendiz (see Lemmas A.15 and A.17).

Instead of using the Edgeworth expansion (42), we can approximate the
distribution function of the ¢ statistic in terms of the Student-¢ distribution as

follows:

Theorem 2. The distribution function of the t statistic (37), under the null
hypothesis (36), admits the Edgeworth expansion

72

Pr{t < o} = Inr—n(z) = 5 [P+ pot”] winir—n(x) + O(7°),  (44)

where Inr—n(+) and ipgr—n(-) are the Student-t distribution and density func-

tions, respectively, with M'T — n degrees of freedom, and scalars p1 and ps are

defined in (43).

Theorem 1 implies that we can calculate the Edgeworth corrected a% critical

value of the ¢ statistic (37) as

2
m= et g (1 D)+ (et 3 nd] e ()

13



based on the a% significant point of the standard normal distribution, denoted
as nq. Similarly, based on Theorem 2, we can calculate the Edgeworth corrected
a% critical value of the t statistic (37) as

2

th = ta+ = [p1+pat?] ta, (46)

using the a% significant point of the Student-t¢ distribution, denoted as t.

The Edgeworth approximation employed by Theorems 1 and 2 to obtain the
size corrected critical values n}, and ¢}, is not a proper distribution function, as it
may assign negative ‘probabilities’ in the tails of the approximate distribution.
To overcome this problem, we can use a Cornish-Fisher expansion. This corrects
the test statistics of interest, instead of their critical values. The Cornish-Fisher
expansion is simply the inversion of the Edgeworth correction of the critical
values and, thus, it is expected to have very similar properties around the mean
of the approximate distribution. However, at the tails of this distribution, which
are important for inference, the properties of the Cornish-Fisher expansion are
different. In fact, the Cornish-Fisher size corrected statistics constitute random
variables with well-behaved tails, and thus they do not assign negative ‘proba-
bilities’ at the tails of their distributions.

The Cornish-Fisher corrected ¢ statistic for testing null hypothesis (36) is

given in the following theorem.

Theorem 3. The Cornish-Fisher size corrected t statistic
72 9
t*:t*?[lerPQt]t (47)
is distributed, under the null hypothesis (36), as a Student-t random variable

with MT — n degrees of freedom, with an approxvimation error of order O(73).

The Cornish-Fisher size corrected ¢ statistic t., given by equation (47), can
be readily used, in practice, to test null hypothesis (36) against its one-sided
alternatives. This can be done by using the standard tables of the Student-¢
distribution with MT — n degrees of freedom.

14



4.2 The Wald and F tests

Let H be a (m x n) matrix of rank m with known elements and hg be a known

(m x 1) vector. Testing any null hypothesis of the form
Hy: HB=ho (48)
against all possible alternatives, can be based upon the Wald statistic
w = (HB ~ ho) [HXQX)" 1] (1B~ ho)/”, (19)
or the familiar I statistic
F=(HB — ho) [H(X’QX)*IH’} T (HB — ho)mé?, (50)

which is adjusted for the degrees of freedom of the F' distribution.
For the derivation of the suggested asymptotic expansions, we define the

(n X n) matrix

Q=H'(HGH'H, (51)

and we partition the (n x n) matrices G = A~! = (X’QX/T)~! and = = GQG

and the (n x 1) vector h as follows:

(1

G =[(Gij)ij=1,..,m], E=[Ei)ij=1,..,ml, h=[(hi)i=1, ., m],  (52)

where G;; and Z;; are the (¢, j)-th (n; xn;) sub-matrices of G and =, respectively,
and h; = e;/(e/Ge)'/? is the i-th (n; x 1) sub-vector of h, where e; is the
corresponding i-th (n; x 1) sub-vector of the (n x 1) vector e.

Next, define the ((M + M?) x 1) vector ¢, and the ((M + M?) x (M + M?))

matrices C' and D, as follows:

/
s LG T (N (CH T O I (53)
[(Cp#pul)u,u’zl, e M] [(Cpuq(w/)) /1,/:1, oy M 2]
o (wvv)=1, ..., M (54)
[(Cﬂw’)Pu)(W’):L Mz;] [(C<<w’)<<w’) )(uu’)zl, Mz;]
L p=1, ..., M (=1, ..., M?
and
[(dpupu/)mu’:l, M} [(dmc(w/)) =1, ..., M; ]
. (vv')=1, ..., M?
[(d%w/)l)u)(w/):l, 2] [(d<<w’><<w’> )(w’)zl, pvel
L p=1,..., M (wv)=1, ..., M?
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where the elements of vector ¢ and matrices C and D, are defined as follows:

o, =1r(Ap,E), Cpup, =1r(Cpp,, E),
Cpug(w’) = tr(cﬁﬂ(w/)a)’
Cotuury = (A By sy = (O s B (56)
dpupu' = tT(D*PuPu'E)’ d<<w’><<w’> = tT(D*<<um<<w/>E)’
dpu?(w’) = tT(D*Puﬁ'(VV/)E)’
where
PubPu’ P ’ *PuS(wul) 2 ’
(57)
De o = Asturs =5y,
) S(w') 92
with obvious modifications for ¢, , 5., ds,,/p, a0d Dig, , p,.-

The next two theorems give Edgeworth approximations of the distribution

functions of the Wald (w) and F statistics, given by (49) and (50), respectively.

Theorem 4. The distribution function of the Wald statistic (49), under the
null hypothesis (48), admits the Edgeworth expansion

Pr{w < x} = Fy(x) — 7% €1+ (&2/(m + 2))a] %fm(m) +0(7°), (58)

where Fp, (1) and fn,(-) are the chi-square distribution and density functions,
respectively, and scalars &1 and & can be calculated as follows:
& =tr[A(C + D,)] — dAc/d+ 'k +m[d' N2 — ko — (m — 2)\o /4],
(59)
& =tr(AD,) + [d'Ac — (m + 2)(2d X — mAg)] /4.
Analytic formulas for the computation of scalars Ao and ko, and the elements

of A\, k, A, ¢, C and D, are given in the Technical Appendiz (see Lemmas A.16
and A.17).

Instead of using the Wald statistic (49) and the Edgeworth expansion of
its distribution, given in (58), we can use the F statistic, given by (50), and

approximate its distribution function in terms of the F' distribution as follows:
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Theorem 5. The distribution function of the F' statistic (50), under null hy-

pothesis (48), admits the Edgeworth expansion
Pr{F <} = Fijp_, () — 72 [ + 2] e f{fr_n(x) + O(7%),  (60)

where Fiip_ (1) and fijp_,(-) are the F distribution and density functions,
respectively, with m and MT — n degrees of freedom, and scalars q1 and gz can

be calculated as follows:
@ =&/m+(m=2)/2, q2=8&/(m+2)—m/2, (61)
where scalars & and & are defined in (59).

Theorem 4 implies that the Edgeworth corrected a% critical value of the

Wald statistic (49) is given as

« 2| &1 &2
Xo = Xa+T m+m(m+2)X“ Xa> (62)

based on the a% significant point of the chi-square distribution, denoted as x.
Theorem 5 enables us to calculate the Edgeworth corrected a% critical value of
F statistic (50) as

Fy = Fo+ 701+ @2Fa] Fa, (63)

based on the a% significant point of the F' distribution, denoted as F,.
The Cornish-Fisher size corrected F statistic for testing null hypothesis (48)

is given in the next theorem.

Theorem 6. The Cornish-Fisher size corrected I statistic
F,=F -7 + @2F| F (64)

is distributed, under null hypothesis (48), as an F random variable with m and

MT — n degrees of freedom, with an approzimation error of order O(73).

Unlike the Edgeworth approximation, the Cornish-Fisher corrected F' statis-
tic, denoted as F, in equation (64), is a proper random variable and it does not
assign negative ‘probabilities’ in the tails of its distribution. Thus, the Cornish-
Fisher corrected F statistic can be be readily implemented, in applied research,
to test null hypothesis (48). This can be done by using the standard tables of
the F distribution, with m and MT — n degrees of freedom.
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5 Monte-Carlo simulations

In this section, we evaluate the small-sample performance of the size corrected
tests suggested in the previous section, compared to their corresponding stan-
dard (first-order asymptotic approximation) versions. To this end, we rely on a
Monte Carlo simulation based on 5000 iterations and we consider small-smaples
of T'= 15,20, 40 observations.

In our simulation, we consider the S.U.R. model of M = 2 seemingly unre-

lated equations (see, e.g., Zellner (1962)), i.e.,

Y1 = Bo,1 + Br,1Tu,1 + B2,1Te21 + U1 (=1, ... T), (65)

Ye.2 = Bo,2 + Br2%e12 + P22Ti22 + U2
where the error terms, u;; and w2, are contemporaneously correlated with
covariance o12. Both of these error terms follow AR(1) process (2), with normally
distributed innovations (see Turkington (2000)). The autoregressive coefficients
of this process p; and py are assumed to be equal, i.e., p1 = p2 = p = £0.5,
+0.8. To ensure stationarity of error terms wu;; and w2, conditions (3) are
satisfied. For ¢t = 0, these conditions require that
Yo, ~N(0,011/(1 = pi)) (1—p)'/2(1 - p3)'/?

9 and 5(2/0,190,2) =012 1
Yo,2 ~ N(0,022/(1 = p3)) ~ PPz

In our analysis, we assume 0117 = 099 = 1 and we are focused on investigating
the consequences of the different sign and magnitude of covariances o152 on our
tests, for the following cases: 015 = +0.5, £0.75, £0.9. Since 011 = 022 = 1, 012
is the correlation coefficient between u;; and uy .

According to (15) (or (16)), the above S.U.R. model can be written in terms

of the following transformed equations, with non-autocorrelated errors:

Y1x = X101+ €15 Yor = Xouf2 + 2,

where y1. and yo. are (T'X1) vectors of observations on the dependent variables,
with P,y,« = yu, for p = 1,2, where P, is defined by (9), X1+ and X, are
(T x 3) matrices of regressors, with P, X, = X, and 81 = (Bo,1, B1,1, B2,1),
B2 = (Bo,2, P1,2, B2,2)" are (3 x 1) vectors of parameters, including the constant.

In terms of the S.U.R. representation (21), the above equations can be written
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as

Y, =ZB +E,

where Y is a (T x 2) matrix of observations on vectors yi. and yo., E is a
(T x 2) matrix whose rows are vectors of normally distributed innovations with
variance-covariance ¥ = [(0,u/ ) u/=1,2), B is a (3 x 2)-dimension matrix whose
columns, 81 and s, are vectors of parameters, and Z is a (T x 6) matrix whose

columns are vectors of possibly collinear variables defined as

21 = R = (1 — p2)1/2 (t = 1)7
zn = 26 = (1 - p) (t=23,..7),
Ztj = a2 + (1 - a)l/QCtj (7 =2,3,4,5),

where (;; (j = 2,3,4,5) are N(0,1) random variables and « stands for the
common correlation coefficient between any two non-constant columns of Z
(see also McDonald and Galarneau (1975)). This captures the same degree of
multicollinearity between regressors x4 ,, and x4, of S.U.R. model (65). In our
simulation, we consider the following two values of the collinearity coefficient:
a = 0.5,0.9. According to (25), sub-matrices X1, and Xs, (collected in matrix
X,) can be obtained from Z by assuming that sub-matrices ¥; and W5, of the

block diagonal matrix ¥ are given as follows:

1 0 0 0 0 O

01 0 0 0 O

0 0 1 0 0 O
v, = ;o WUa =

0 0 O 0 1 0

0 0 0 0 0 1

0 0 0 1 0 0

In all iterations of our simulation, the two equations of S.U.R. model (65)
were estimated by LS. The residuals of these equations were used to compute
the LS estimates of autoregressive coefficients p; and p3, denoted as g1 and po.
Then, the transformed variables y7 , and Ty for j =0,1,2 (where ‘0’ stands

for the constant), are calculated as follows:

1/2 1/2

yi,u = (1 - ﬁz) Y, ij,M = (1 - ﬁi) Lij,p (t = 1)7

l/ik,u =Yt,u — ﬁuy(tfl),y ‘T:]}M = Ttju — ﬁux(tfl)j,,u (t 7é 1)'

(66)
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These variables were then used to compute the feasible GL estimates of §;,
(j=0,1,2; p=1,2), denoted as Bj,u- The columns of matrix Z were obtained
as z1 = Xyq, 22 = T{y, 23 = Ty, 6 = Tog, 24 = Tia, 25 = T3, while
the unrestricted estimates of matrix B were based on the GL estimates Bj,#.
The unrestricted estimates of the inverse covariance matrix ¥ ~! were estimated
based on (32) and the feasible GL estimate 6 which is calculated by using
the following formula:
A R . . 1/2
bor = |- XB) (P S @ InPt) (- XB)/(MT —m)]
where I denotes any consistent estimators of matrices ¥~! and P~! (see Ap-
pendix), used to obtain a feasible GL estimator of 3.
The results of these simulations are presented in Tables 1a, 1b and 2. The

actual sizes of our size corrected tests of the following null hypothesis:
Ho: 21 =0, (67)

against its one-sided alternatives, are reported in Tables 1a and 1b. In partic-
ular, Table la presents results against alternative H4 : 821 > 0, while Table
1b against Hy4 : B2,1 < 0. The table presents the actual sizes (i.e., the rejection
probabilities) at the 57 significance level of the following: the standard normal
and Student-t tests (denoted as z and ¢, respectively), their finite-sample size
corrected versions based on the Edgeworth corrected critical values of the stan-
dard normal and Student-t distributions (denoted as E-z and E-t, respectively)
and the Cornish-Fisher finite-sample size corrected Student-¢ test (denoted as
CF-t). Note that we do not examine the performance of the above t tests for
the null hypothesis (67) against its two-sided alternatives, since this is a special
case of the F' test examined in Table 2.

Table 2 presents the actual sizes of our size corrected tests of the following
joint null hypothesis on the slope coefficients of S.U.R. model (65), across its
two equations:

Ho: 11 =321 =012=p22=0. (68)

This is done against the alternative hypothesis that at least one of these coeffi-
cients are different from zero, i.e., at least one 3;, # 0 (j =1,2; p=1,2). The

table presents the actual sizes at the 5/ significance level of the following: the
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standard Wald (chi-square) and F tests (denoted as x? and F, respectively),
their finite-sample size corrected versions based on the Edgeworth corrected
critical values of the chi-square and F distributions (denoted by E-x? and E-F,
respectively) and the Cornish-Fisher finite-sample size corrected F test (denoted
as CF-F).

Turning now into the discussion of the results in this simulation, Tables 1a
and 1b clearly indicate that the size corrected tests have better size performance
in all reported sample sizes (T' = 15, 20, 40), compared to the standard versions
of these tests, based on first-order approximations. This is true for both the
Edgeworth and Cornish-Fisher size corrections, and across all different values
of p, 012 and « examined.

Between the above different categories of size corrected tests, our results
indicate that the CF-t test outperforms the F-z and FE-t ones. This is true for
almost all cases of « and 012 considered, if p takes large values, i.e., p = £0.8.
The same is true for small samples (T" = 15 or 20) and p = £0.5.

Regarding the chi-square and F' tests, the results of Table 2 indicate that, in
most of the cases examined, the size corrected versions of these tests, i.e., E-x?,
E-F and CF-F, perform better in small samples, compared to their standard
versions. Between the Edgeworth and Cornish-Fisher size corrected versions of
these tests (i.e., E-F (or E-x?) and CF-F), the latter is found to perform better
than the former for all sample sizes considered, and across all values of p, 012
and « examined. Notice that, for relatively large samples (T = 40), the E-y?
test outperforms the degrees-of-freedom-adjusted E-F test. This suggests that,
for the model considered in our simulation, samples of 40 observations seem
to be large enough to induce the reduction of the magnitude of the degrees-of-
freedom-adjusted Edgeworth size corrections.

Summing up, this first set of simulations clearly indicate that the finite-
sample size corrected tests E-x2, E-F and CF-F can considerably improve the
performance of the standard (uncorrected) tests in small samples. This happens
even for very high levels of autocorrelation and/or cross-correlation between the
error terms of the equations of the S.U.R. model. Another interesting conclusion
that can be drawn from the results of this exercise is that the adjusted for the

degrees of freedom versions of the tests perform better than their unadjusted
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ones in most of the cases considered in our simulation. Note that this is also

true for the standard (uncorrected) versions of the tests.
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Table la: Hy : f2,1 = 0 against Hq : 21 > 0 (Nominal size: 57)

Actual sizes ()

Test: z -z t -t -t z -z t -t -t z -z t -1 -1 z -z t - -
« 012 T =—-0.8 p=—0.5 p=0.5 p =038

15 14.6 10.2 13.8 104 8.0 11.8 8.0 11.0 84 74 11.9 8.5 11.1 8.9 8.1 14.9 11.0 13.9 11.2 99

-0.90 20 12.4 8.6 11.8 8.8 7.3 9.7 6.7 9.1 6.9 6.6 10.5 7.5 9.6 7775 12.9 9.5 124 9.9 8.8

40 9.0 7.2 8.7 73 1.0 69 5.3 6.6 54 5.3 74 5.9 7.3 6.1 6.0 9.8 7.7 95 79 7.5

15 14.6 10.1 13.9 10.3 7.9 11.1 7.7 10.3 8.0 7.3 11.7 8.2 10.9 8.6 7.9 14.5 10.5 13.5 10.7 9.6

-0.75 20 12.5 9.0 11.9 92 76 9.0 6.3 8.3 6.5 6.1 10.2 7.6 9.7 79 1.5 13.4 9.8 12.7 10.1 9.2

40 8.1 6.0 7.9 6.2 5.8 7.1 5.7 6.9 5.9 5.8 7.4 5.9 7.2 6.0 5.9 9.1 7.2 8.9 7.4 7.0

15 14.8 10.2 14.0 104 7.7 10.4 7.4 9.7 7.6 7.0 11.4 8.1 10.6 8.5 7.9 14.2 10.6 13.5 10.8 9.6

-0.50 20 12.4 7.8 11.8 9.0 7.3 9.0 6.6 8.4 6.8 6.6 9.4 6.9 9.0 7.2 6.8 12.9 9.5 12.3 9.7 8.6

0.5 40 8.5 6.5 8.3 6.7 6.4 7.0 5.4 6.8 5.6 5.5 7.4 6.1 7.2 6.2 6.1 9.2 7.1 9.0 7.3 7.1

’ 15 14.0 9.7 132 99 7.7 105 7.2 98 74 6.9 115 81 106 85 7.9 14.9 10.7 14.0 11.1 9.9

0.50 20 11.9 8.1 114 83 6.8 8.7 64 8.3 6.6 6.3 10.3 7.7 9.7 8.0 7.5 13.3 10.2 12.8 10.3 9.3

40 8.1 6.3 79 64 6.2 6.8 54 6.5 55 54 7.1 5.7 6.9 59 5.7 9.0 6.9 88 7.0 6.8

15 14.7 10.2 14.0 104 8.0 11.5 8.0 10.5 8.2 7.5 12.2 8.5 11.3 8.9 8.3 13.8 10.3 13.1 10.5 9.3

0.75 20 12.2 8.8 11.6 89 7.4 9.3 6.7 8.8 6.9 6.5 10.2 7.3 9.6 7.7 7.3 12.5 94 119 9.6 8.6

40 8.8 6.8 8.6 6.9 6.5 7.2 5.9 7.0 6.1 6.0 7.5 5.9 7.2 6.1 6.0 9.2 7.0 8.9 72 6.8

15 13.8 9.7 13.0 9.8 7.5 11.2 7.7 10.3 8.0 7.3 12.2 8.7 11.6 9.0 8.4 15.0 11.0 14.1 11.2 10.1

0.90 20 12.9 9.0 124 9.2 7.7 9.4 6.6 8.7 6.8 6.3 10.0 7.3 9.4 7.5 7.2 12.9 9.5 12.3 9.8 8.8

40 9.1 6.9 8.7 7.1 6.7 70 5.4 6.8 56 54 7.2 5.7 7.0 58 5.7 9.4 7.3 92 75 7.2

15 14.6 10.4 13.8 10.5 7.7 11.2 7.7 10.4 7.9 7.3 11.8 8.5 11.0 8.7 8.2 14.5 10.9 13.8 11.1 9.8

-0.90 20 12.7 9.3 12.2 9.5 7.8 9.8 6.8 9.2 7.1 6.7 10.4 7.6 9.9 7.8 7.5 13.2 10.0 12.8 10.2 9.3

40 9.2 7.2 9.0 74 7.1 74 6.0 72 6.2 6.0 7.3 5.9 7.1 6.0 6.0 9.9 7.9 9.7 80 7.7

15 14.5 9.8 13.5 10.0 7.8 10.7 7.3 9.8 7.5 6.9 11.7 8.4 10.9 8.7 8.1 14.9 11.0 13.9 11.3 10.1

-0.75 20 11.9 8.3 11.4 8.5 7.0 9.9 7.2 9.4 74 7.0 9.7 6.9 9.1 7.2 6.8 13.0 9.9 12.5 10.1 9.0

40 8.5 6.5 8.3 6.7 6.4 6.7 5.2 6.4 5.3 5.2 7.5 5.9 7.3 6.1 6.0 9.7 7.8 9.4 7.9 7.7

15 14.2 9.6 13.3 9.8 7.3 10.8 7.4 9.9 7.6 7.1 11.7 8.3 10.8 8.6 8.2 14.5 10.9 13.6 11.1 9.7

-0.50 20 11.5 8.0 11.0 82 6.8 93 6.8 8.8 7.1 6.7 10.2 7.4 9.6 7.7 7.2 12.6 9.7 119 99 9.0

0.9 40 9.0 7.0 8.8 72 6.8 7.1 5.8 6.9 5.9 5.8 7.3 5.7 6.9 5.9 5.7 8.9 6.8 8.7 7.0 6.7

: 15 146 103 13.8 104 7.9 106 7.5 98 7.7 7.1 11.9 83 11.0 86 8.0 149 11.2 142 114 10.1

0.50 20 12.7 8.8 12.1 9.0 7.7 9.1 6.4 8.6 6.7 6.4 9.8 7.0 9.2 7.3 6.9 12.8 9.3 12.2 9.5 8.5

40 8.5 6.5 83 6.7 6.3 69 54 6.7 56 54 7.3 5.8 71 59 5.9 9.3 7.0 9.1 7.1 6.8

15 14.0 9.6 13.2 9.7 7.3 10.7 7.3 9.9 7.5 6.9 11.6 8.0 10.6 8.3 7.8 14.1 10.3 13.3 10.5 9.5

0.75 20 12.2 8.8 11.7 9.0 7.4 9.3 6.5 8.7 6.8 6.4 9.8 7.0 9.2 74 6.9 12.8 9.7 123 9.9 8.9

40 8.5 6.3 8.2 6.5 6.2 7.2 5.8 7.0 6.0 5.9 7.7 5.9 7.4 6.1 6.0 9.2 7.0 8.9 7.1 6.9

15 14.3 10.0 13.5 10.2 7.8 11.1 7.8 10.2 8.0 7.3 12.3 8.7 11.5 9.1 8.3 15.3 11.3 14.3 11.5 10.1

0.90 20 13.0 9.1 124 9.3 7.7 9.1 6.8 8.7 7.0 6.6 9.9 7.2 9.4 74 7.0 12.8 9.3 12.2 94 8.5

40 8.8 6.9 8.6 7.0 6.8 71 55 6.8 5.7 56 72 5.6 6.9 5.8 5.7 9.6 7.6 9.4 7T 74
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Table 1b: Hy : 821 = 0 against Hy : f21 <0 (Nominal size: 57)

Actual sizes ()

Test: z -z t -t -t z -z t -t -t z -z t -1 -1 z -z t - -
« 012 T p=—0.8 p=—0.5 p=0.5 p =038

15 15.0 10.5 14.1 106 8.2 11.2 7.7 10.3 8.0 7.2 12.0 8.5 11.1 8.8 8.2 14.7 10.9 13.9 11.1 9.9

-0.90 20 12.5 8.8 11.8 9.0 7.3 10.1 7.3 9.6 7.5 7.0 10.0 7.3 9.5 77 7.3 13.2 9.6 12.5 9.9 8.9

40 8.8 6.9 86 7.0 6.5 75 5.9 73 6.0 6.0 7.2 5.8 71 6.0 5.9 9.1 7.1 88 7.2 6.8

15 14.4 10.0 13.5 10.1 8.1 11.2 7.9 104 8.1 7.4 11.7 8.1 10.9 8.5 7.9 14.7 10.7 13.8 11.0 9.8

-0.75 20 12.9 9.4 122 95 8.1 9.3 6.6 8.7 6.8 6.4 9.6 6.8 9.0 7.1 6.7 12.7 94 121 9.6 8.8

40 8.7 6.8 8.4 69 6.7 7.3 6.0 7.1 6.1 6.1 7.6 5.9 7.3 6.2 6.0 8.9 7.1 8.7 72 6.9

15 14.5 10.2 13.7 10.3 7.6 10.7 7.4 10.0 T 7.2 11.7 8.1 10.8 84 7.8 14.6 10.9 13.7 11.1 9.9

-0.50 20 12.3 8.7 11.7 8.9 7.3 9.5 6.7 8.8 7.0 6.6 9.7 7.1 9.1 7.3 7.0 13.1 9.7 12.5 10.1 9.0

0.5 40 7.9 6.1 7.5 6.2 59 7.1 5.9 6.8 6.0 5.9 6.8 5.5 6.6 5.7 5.5 9.0 7.0 8.8 7.2 6.9

: 15 13.8 9.9 129 10.1 7.6 109 73 10.1 76 6.9 114 82 105 85 7.9 14.8 11.0 14.0 11.2 10.1

0.50 20 12.1 8.3 11.5 85 6.8 9.1 6.2 8.5 6.4 6.1 9.8 7.1 9.1 74 7.0 13.0 9.6 124 9.8 8.8

40 8.6 6.4 84 66 6.4 72 5.7 69 59 58 7.6 5.8 7.4 6.0 5.9 9.9 7.6 96 7.7 7.3

15 14.5 10.0 13.6 10.2 7.8 114 7.8 10.5 8.0 7.3 11.6 8.5 10.9 8.8 8.2 14.2 10.6 134 109 9.7

0.75 20 12.9 8.9 12.2 9.2 7.8 9.8 7.1 9.2 74 7.0 9.8 6.9 9.2 7.2 6.9 12.8 9.2 12.2 9.4 8.5

40 8.9 6.6 8.5 6.8 6.5 7.0 5.5 6.8 5.6 5.6 7.2 5.8 7.0 6.0 5.9 9.4 7.3 9.1 7.4 7.1

15 14.1 10.1 13.2 102 8.2 11.2 7.9 10.4 8.1 7.4 11.9 8.2 11.0 8.5 7.8 14.6 10.7 13.8 11.0 9.7

0.90 20 12.3 8.6 11.7 87 7.3 9.6 6.8 9.1 7.0 6.7 9.8 7.2 9.3 74 7.1 13.5 10.0 12.8 103 94

40 8.0 6.3 7.8 6.5 6.1 69 5.5 6.8 5.7 5.6 7.2 5.8 7.0 6.0 5.9 9.6 7.7 93 79 75

15 14.4 10.0 13.7 10.1 7.7 11.6 8.2 10.9 8.5 7.6 12.0 8.5 11.3 8.8 8.2 15.4 11.2 14.5 11.5 10.3

-0.90 20 12.4 8.9 11.8 9.1 7.5 9.3 6.5 8.7 6.7 6.4 9.9 7.2 9.2 74 6.9 13.0 9.8 12.3 10.1 8.9

40 8.7 6.1 85 68 64 71 56 6.8 58 5.7 7.3 5.8 7.1 6.0 5.9 9.7 7.7 94 7.8 7.6

15 14.5 104 13.8 10.5 8.2 11.0 7.6 10.2 7.9 7.4 11.7 8.4 11.0 8.7 8.1 14.7 10.6 139 109 94

-0.75 20 12.3 8.7 11.7 8.9 7.4 9.3 6.7 8.8 7.0 6.6 9.9 7.3 9.2 7.6 7.3 12.5 9.2 12.1 9.5 8.5

40 8.7 6.5 8.5 6.7 6.3 6.9 5.6 6.7 5.8 5.7 7.0 5.6 6.8 5.8 5.7 9.1 7.1 8.7 7.2 7.0

15 14.7 9.8 13.5 10.0 7.7 10.6 7.3 9.8 7.6 7.0 11.6 8.2 10.8 8.5 7.9 14.3 10.6 13.4 10.8 94

-0.50 20 11.7 8.1 11.2 84 6.7 95 6.8 9.0 7.1 6.6 10.2 7.5 96 79 7.3 12.5 9.0 120 9.3 8.4

0.9 40 8.9 6.8 8.7 7.0 6.6 6.9 5.6 6.7 5.7 5.6 6.7 5.4 6.4 5.6 5.5 9.0 6.9 8.7 7.1 6.8

’ 15 14.0 9.6 13.1 97 7.6 10.2 7.0 95 7.2 6.6 11.2 80 105 83 7.7 14.0 105 13.3 10.7 9.5

0.50 20 11.5 8.2 11.0 8.3 7.0 9.6 6.9 9.0 7.3 6.8 9.9 7.3 9.4 7.6 7.2 12.5 9.2 12.0 9.5 8.7

40 8.5 6.3 8.1 6.5 6.2 7.2 5.7 6.9 59 5.8 74 5.7 71 6.0 5.9 8.9 6.8 8.7 7.0 6.7

15 14.2 9.9 13.3 10.0 7.6 114 7.9 10.6 8.2 7.3 12.0 8.6 11.2 8.8 8.3 14.5 10.7 13.7 109 9.8

0.75 20 12.0 8.6 114 88 7.1 9.3 6.9 8.7 7.1 6.8 9.5 6.9 9.0 7.2 6.7 12.8 9.6 122 9.8 9.0

40 8.4 6.4 8.2 6.6 6.3 7.3 5.8 7.1 6.0 5.9 10.0 5.7 6.8 5.8 5.7 9.2 7.3 9.0 7.5 7.1

15 15.3 10.5 14.4 106 8.2 11.3 7.9 10.4 8.2 7.6 11.2 7.8 10.4 8.1 7.5 15.3 11.5 14.5 11.7 10.3

0.90 20 13.0 9.2 124 9.3 7.7 9.4 6.7 8.7 7.0 6.5 10.6 8.0 10.1 8.3 7.8 13.2 9.9 12,5 10.2 9.2

40 9.1 7.0 8.8 72 6.9 71 56 6.8 58 5.6 7.1 5.9 7.0 6.1 6.0 10.3 7.9 10.1 8.1 7.7
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Table 2: Hy: f1,1 = P21 = P12 = P22 =0 (Nominal size: 57)

Actual sizes (/)
Test: X E-x> F E-F CF-F x° Ex° F E-F CF-F x> Ex° F E-F CF-F x> Ex* F E-F CF-F
« 012 T p=—0.8 p=—0.5 p=0.5 p=0.8

15 46.1 314 402 279 4.7 30.5 18.2 247 16.5 9.8 33.3  20.7 26.7 193 14.0 47.6  33.8 414 316 16.1

-0.90 20 38.2 250 336 23.6 6.4 22,7 132 186 129 9.6 26.1 156 21.6 152 119 399 276 356 265 15.3

40 20.5 133 187 13.5 10.7 12.6 7.6 11.1 8.2 7.4 12.9 8.0 11.3 8.4 7.7 23.0 15.4 21.2 156 13.1

15 45.8 31.5 399 284 5.8 284 166 224 154 109 33.2 214 271 202 159 47.0 33.7 40.8 31.6 182

-0.75 20 36.7 242 323 226 7.9 224 129 183 128 10.2 254 159 21.3 156 13.0 38.9 26.6 345 25.7 16.0

40 20.2 128 182 13.0 10.2 12.4 7.6 10.9 8.0 7.4 13.2 8.4 11.7 8.8 8.0 22.6 15.1  20.7 154 13.0

15 46.2  31.6 39.7 283 7.3 28,9 176 232 16.5 124 33.0 21.0 26.7 20.1 16.6 46.9 33.6 40.8 314 19.3

-0.50 20 36.0 23.1 316 21.7 8.9 21.1 12.1 17.1 12.1  10.0 23.1 14.2  19.1 142 122 39.2 274 348 265 16.7

40 176 114 16.2 11.7 9.7 11.9 7.5 10.4 7.9 7.5 12.8 8.1 11.2 8.5 7.8 21.3 14.0 194 144 122

0.5 15 45.8 31.1  39.8 28.1 7.6 29.2 175 233 164 124 32.6 206 26.3 196 16.2 47.4 337  41.2 315 193
0.50 20 359 234 315 219 8.7 21.2 125 176 124 104 24.4 146 20.0 145 122 39.2 269 345 26,0 17.1

40 183 114 164 11.6 9.4 12.1 7.6  10.7 8.1 7.6 13.2 8.1 11.5 8.5 8.0 21.8 142 19.8 144 121

15 455 31.1 394 28.1 6.2 30.3 185 241 172 11.6 33.9 21.8 278 206 16.2 48.5 34.7 423 325 183

0.75 20 36.9 24.0 323 227 8.2 226 13.5 185 13.3 10.7 249 154 206 152 124 405  28.1 36.2 271 170

40 19.2 126 17.5 12.8 10.2 12.9 79 114 8.4 7.7 13.3 8.2 11.8 8.8 8.0 219 145 20.0 148 121

15 46.1  31.7  40.1  28.2 4.9 29.9 18.0 242 16.4 9.7 35.0 222 289 207 149 47.4 337 415 313 156

0.90 20 37.8 245 333 23.0 7.2 23.1 132 189 129 9.6 25.0 15,5 20.7 152 122 40.7 28.0 36.2 26.7 154

40 20.6 13.5 189 13.7 10.8 12.2 7.4 10.7 7.9 7.2 13.2 7.8 114 8.4 7.4 23.6 157 219 16.0 13.1

15 46.23  32.0 40.1 28.9 5.4 29.8 18.2 238 17.0 11.2 34.4 224 283 212 16.6 48.2 347 421 322 177

-0.90 20 38.2 253 338 238 7.3 229 134 191 133 10.7 26.1 159 21.8 158 13.2 40.7 281 36.1 269 164

40 20.6 13.7 19.0 14.0 11.3 12.2 7.8 10.8 8.2 7.8 14.2 9.2 12.7 9.8 9.0 229 157 209 16.0 13.0

15 45.7  32.0 39.8 29.0 6.8 29.1 174 228 164 11.7 33.4 21.0 269 199 16.1 475 344 41.2 322 183

-0.75 20 36.9 249 328 23.5 8.6 21.2 119 172 118 9.7 24.6 15.1 20.5 152 129 39.8 27.5 354 26.6 16.0

40 18.8 11.8 17.1 12.1 9.7 12.3 7.6 105 8.0 7.5 13.0 8.2 114 8.6 7.9 22,7 15,7 21.0 159 13.6

15 44.5 304 383 27.6 7.4 277 16.1  21.8 152 11.7 324 21.0 26.5 202 16.9 472 33.6  40.5 315 19.0

-0.50 20 36.1 235 31.5 222 8.5 20.7 12.0 16.8 11.9 9.8 24.1 149 205 149 127 39.4 27.0 34.8 263 16.6

0.9 40 18.1 114 163 11.7 9.4 11.6 7.3 10.1 7.7 7.3 12.3 7.8 10.9 8.2 7.8 21.3 139 194 14.2 119

15 44.9  30.7 386 273 7.1 281 17.0 219 16.0 123 32.2 207 26.3 200 16.8 47.3 33.8 40.8 321 19.1
0.50 20 354 234 310 222 8.9 20.7 119 16.8 11.8 9.9 23.8 145 19.6 145 123 38.6 26.5 344 255 159
40 18.4 11.8 16.8 12.1 9.7 11.9 7.5 104 8.1 7.5 12.3 7.9 10.7 8.4 7.8 21.3 141 193 143 122
15 46.4 322 40.3  29.0 6.4 29.2 174 229 163 11.56 33.1  20.7 266 196 159 48.8 352 425 33.0 18.7
0.75 20 372 248 328 234 8.7 22.0 128 17.7 12.7 105 25.2 154 21.0 154 13.0 39.1 274 347 26.7 165
40 19.4 128 179 13.2 10.6 12.0 74 104 7.9 7.4 13.1 8.1 11.5 8.6 8.0 223 150 20.5 15.3 128
15 46.8 319 402 285 4.9 304 183 245 17.1 11.6 34.4 21.8 28.0 206 15.7 49.0 35.1 42.8 32.8 16.9
0.90 20 38.8 25.8 343 24.2 7.9 226 13.3 187 13.1 103 26.2 163 22.0 16.0 13.1 41.0 279 36.5 27.1 158
40 205 134 185 13.8 11.0 12.9 8.3 114 8.8 8.1 13.1 8.3 11.6 8.8 8.0 22.3 154 20.7 15.6 13.0




In all the simulations considered so far, the errors €,, were drawn from the
standard normal distribution. The assumption of normally distributed errors
can be found in many theoretical papers (see, e.g., Turkington (2000)). However,
it would be very interesting to investigate what happens when the ;,’s are
drawn either from a Student-¢ distribution with various degrees of freedom, or
from an asymmetric distribution. To this end, we present the results of the
relevant simulations for a collinearity coefficient o = 0.5.

Table 3 reports the actual sizes of the compared tests of the null hypothesis
Hy : 21 = 0 against the one-sided alternative Hy : 827 > 0 for Student-t
distributed errors. The two halves of the table correspond to &, drawn from
the Student-t distribution with 2 and 15 degrees of freedom, respectively. These
Student-t distributions measure the effect of the thick distribution-tails on the
performance of the suggested size corrections. Notice that the Student-t dis-
tribution with 15 degrees of freedom is exactly in the middle of the distance
between the Cauchy distribution and the normal distribution (i.e., the Student-
t distribution with 30 degrees of freedom). The results in Table 3 are very
similar to the results in Table 1a for @ = 0.5, and, therefore, we can conclude
that the thick-distribution-tails departure from the normally distributed errors
does not deteriorate the performance of the size corrected tests.

Table 4 reports the actual sizes of the compared tests of the null hypothesis
Hy : 21 = 0 against the one-sided alternative Hy : 82,1 > 0 for chi-square dis-
tributed errors. The two halves of the table correspond to &, equal to X(21) -1
and X%S) — 3, respectively, where X%l) and X%s) are pseudo-random numbers from
chi-square distribution with 1 and 3 degree of freedom, respectively. These chi-
square distributions measure the effect of the skewness of distribution on the
performance of the suggested size corrections. Notice that, since the expected
value of a chi-square distribution equals its degrees of freedom (d.o.f.), the sub-
traction of the d.o.f. ensures that the errors e, = X?d.o.f.) — d.o.f. have zero
mean. The results in Table 4 are again close to the results in Table la for
a = 0.5, and enable us to conclude that the distribution-skewness departure
from the normally distributed errors does not deteriorate the performance of
the suggested size corrections.

Finally, we would like to assess the performance of the size corrected tests
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when we test some more complicated hypotheses. In doing so, we present the
results of two simulation experiments for a collinearity coefficient & = 0.5 and
normal errors just like in the first set of simulations.

Table 5a reports the actual sizes of the examined ¢ tests of the null hypothesis
Hy : p1,1 + P21 = 0 against the one-sided alternative Hy : 511 + fB2.1 > 0. The
results in Table 5a are almost identical to the results in Table la for a = 0.5
and normal errors just like in the first set of simulations. This means that
the relative performance of the size corrected t tests does not depend on how
complicated the null hypothesis is.

Table 5b reports the actual sizes of the examined F' tests of the joint null
hypothesis Hy : 811 + 21 = 0 and (12 + P22 = 0 against the alternative
H, . Hpis false. Table 5b is qualitatively similar to Table 2 but has smaller
sizes both for the uncorrected and the corrected statistics. This comes from the
new hypothesis that we test which is more complicated but comprises by two
restrictions rather than the initial 4. Overall the intuition of Table 5a applies
here as well: complicated hypotheses do not change the properties of the tests.

However the number of hypotheses does.
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Table 3: Hy: $2,1 = 0 against Hq : 21 > 0 (Nominal size: 5%)

Actual sizes (/)

Test: E-z E-t CF-t E-z E-t CF-t E-z E-t CF-t z -z t -1 -t
e’ 012 T :—08 ,07—0.5 p705 p=0.8

ety are pseudo-random numbers from Student-¢ distribution with 2 degrees of freedom

15 15.5 11.0 14.6 11.1 8.5 11.0 79 103 81 7.2 11.8 83 11.2 85 8.0 14.7 10.6 13.8 10.7 9.3

-0.90 20 12.1 9.1 11.7 92 7.5 9.7 7.0 9.2 7.1 6.5 10.2 7.6 9.7 79 75 12.6 9.0 11.8 9.3 8.4

40 8.8 6.6 8.5 68 6.4 7.5 6.0 7.3 6.1 6.1 7.7 6.0 7.5 6.1 6.0 10.0 8.0 98 82 7.7

15 13.9 101 133 101 7.6 114 74 106 7.7 7.1 122 85 114 89 8.2 14.8 109 13.8 11.0 9.7

-0.75 20 12.3 8.5 11.8 87 7.3 9.5 6.9 90 7.2 6.8 10.1 7.4 96 7.8 7.3 12.9 9.7 124 9.8 9.0

40 9.0 6.7 86 69 6.6 6.5 5.2 6.4 53 5.3 7.1 6.0 7.0 6.1 6.0 9.2 7.7 9.1 7.8 74

15 13.5 9.6 126 99 7.6 11.5 80 10.8 84 7.7 12.0 85 11.2 87 8.3 14.8 10.5 14.0 10.7 94

-0.50 20 12.2 8.8 11.6 9.0 7.5 93 6.6 88 7.0 6.7 10.0 7.5 96 7.8 74 13.3 9.7 126 10.0 9.0

05 40 8.5 6.4 8.3 6.5 6.2 7.8 6.2 76 64 6.3 74 5.9 7.2 6.1 6.0 9.0 7.0 88 7.3 6.9

15 15.2 10.7 14.3 11.0 8.3 11.5 81 10.8 84 7.6 11.5 86 10.8 87 8.2 15.4 11.5 14.8 11.8 10.2

0.50 20 12.2 8.6 11.5 87 7.1 9.5 6.7 88 6.9 6.6 9.3 7.1 88 73 7.0 12.9 9.5 123 9.8 9.0

40 8.7 6.3 8.4 6.5 6.1 71 5.7 6.8 6.0 5.8 7.3 5.9 7.0 6.1 5.9 9.1 7.3 88 74 7.2

15 14.4 10.1 13.7 102 8.0 11.2 7.6 10.1 7.8 7.1 11.8 8.0 10.7 83 7.6 15.3 11.5 14.3 11.8 10.3

0.75 20 12.6 9.4 121 95 7.8 83 5.9 7.9 6.1 5.7 10.4 7.7 99 80 7.6 12.7 9.5 120 9.8 8.8

40 8.9 6.9 86 7.0 6.6 7.0 54 6.7 57 55 7.6 6.1 74 6.2 6.1 9.4 7.4 92 76 7.1

15 14.5 10.1 13.6 10.2 8.0 109 77 102 79 7.2 120 9.1 11.3 9.5 8.7 14.8 109 14.2 11.0 9.7

0.90 20 11.9 8.6 114 87 7.1 105 7.2 100 76 7.1 102 7.4 9.5 75 7.2 13.1  10.0 126 10.0 94

40 8.9 6.9 86 7.1 6.8 7.0 5.6 6.7 5.7 5.6 7.5 6.2 7.3 64 6.2 10.0 8.0 97 81 79
etp are pseudo-random numbers from Student-¢ distribution with 15 degrees of freedom

15 14.6 9.8 13.6 100 7.6 11.5 77 109 81 7.2 12.0 86 11.2 89 8.3 15.1 109 14.1 11.1 9.8

-0.90 20 12.4 8.6 11.9 88 7.3 9.6 6.6 9.0 6.8 6.5 104 7.6 98 7.8 7.3 13.1  10.1 126 104 9.5

40 9.3 7.2 9.1 74 7.2 6.7 5.2 6.4 55 5.3 7.8 6.0 7.5 6.2 6.1 10.1 8.2 98 84 8.0

15 14.6 10.2 13.8 103 8.0 112 75 102 79 6.9 11.8 87 109 9.0 8.5 14.7 109 13.8 11.1 10.1

-0.75 20 12.5 8.8 12.0 9.0 7.4 9.5 6.6 8.8 6.8 6.5 9.5 6.7 9.0 7.0 6.5 13.4 10.6 129 10.7 9.8

40 8.9 6.7 86 69 6.5 71 5.6 6.8 5.7 5.7 7.4 6.0 7.3 6.1 6.0 8.6 6.6 85 6.8 6.5

15 14.2 9.4 133 95 7.4 106 7.3 9.7 7.5 6.7 11.2 7.6 102 80 7.4 14.2 104 134 10.7 9.3

-0.50 20 11.0 8.1 105 83 7.1 93 6.6 86 6.8 64 10.4 7.7 101 8.1 7.6 12.9 9.7 122 9.8 8.9

05 40 8.5 6.6 8.4 6.7 6.4 6.9 5.6 6.7 5.8 5.7 7.1 5.7 6.9 59 5.7 8.6 7.0 84 7.1 6.8

: 15 13.9 9.6 13.0 96 7.2 11.1 7.3 10.1 76 7.1 119 80 11.2 85 7.7 149 113 14.1 11.5 104

0.50 20 12.4 89 11.8 92 7.6 8.6 6.0 8.2 6.4 5.9 9.5 7.0 9.1 7.3 7.0 13.5 9.9 13.0 10.2 9.3

40 8.5 6.4 83 6.6 6.3 73 5.6 70 59 5.8 6.9 5.2 6.6 54 5.3 9.0 7.0 88 7.1 6.8

15 15.2 10.7 144 108 8.2 111 81 104 84 7.6 11.8 84 11.0 88 8.1 15.5 11.6 14.7 11.9 10.5

0.75 20 12.4 9.1 12.0 93 7.8 103 7.1 9.7 7.5 7.0 9.5 7.0 89 7.2 6.9 12.9 9.6 124 9.8 9.2

40 8.8 6.5 8.6 66 6.4 72 5.7 69 59 5.8 7.8 6.4 7.6 6.5 64 9.1 7.1 88 74 6.9

15 14.1  10.0 134 103 7.8 11.7 79 109 82 7.4 11.9 86 11.3 9.0 8.3 14.5 10.5 13.6 10.8 9.5

0.90 20 12.9 8.8 123 9.0 75 99 7.1 96 7.3 7.0 10.3 7.3 9.7 75 7.0 12.8 9.4 123 9.6 8.5

40 9.9 7.3 9.5 74 7.0 73 5.7 6.9 58 5.7 6.8 5.2 6.5 5.4 5.3 9.1 7.0 8.9 72 6.9
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Table 4: Hy : $2,1 = 0 against Hq : 21 > 0 (Nominal size: 5%)

Actual sizes ()

Test: z E-z t E-t CF-t z E-z t E-t CF-t z E-z t E-t CF-t z E-z t E-t CF-t
« 012 T p=—0..8 p=—0.5 p=0.5 p =038

Etp = X?l) — 1, where X?l) are pseudo-random numbers from chi-square distribution with 1 degree of freedom

15 14.8 9.7 13.8 99 76 124 88 11.6 9.0 8.0 11.9 83 11.0 87 8.0 14.6 10.7 13.7 109 9.7
-0.90 20 13.1 9.3 123 95 79 9.2 6.7 85 6.8 6.6 9.8 7.2 93 75 1.1 13.3 10.1 126 10.3 9.3
40 8.4 6.5 8.2 66 6.3 71 5.8 70 59 5.8 75 5.9 72 6.0 5.9 9.6 7.6 92 78 75
15 14.7 10.5 139 106 8.3 112 80 104 83 7.6 12,5 88 11,5 9.2 8.5 15.0 11.1 14.1 11.4 9.9
-0.75 20 12.8 9.2 123 95 7.7 10.1 7.1 9.7 75 7.0 9.2 6.8 8.7 7.0 6.6 13.1 9.6 125 9.9 8.8
40 9.5 7.2 9.2 74 7.1 70 5.7 6.8 5.8 5.7 73 5.5 7.0 5.7 5.5 8.9 7.0 86 7.1 6.9
15 154 11.0 146 11.1 88 105 7.6 95 7.7 7.2 113 7.7 104 79 75 15.3 11.5 14,5 11.8 10.5
-0.50 20 11.8 8.4 11.2 85 7.1 9.2 6.8 88 7.0 6.6 99 7.1 94 75 7.0 13.4 10.0 13.0 10.2 9.2
05 40 9.2 7.1 89 73 7.0 74 6.1 71 62 6.1 7.1 5.7 6.9 59 5.7 8.8 7.0 86 7.2 6.9
15 14.1 9.7 132 99 74 11.0 77 104 79 73 11.6 8.3 10.8 86 8.0 14.8 10.8 139 11.0 10.1
0.50 20 13.1 94 125 95 7.7 9.1 6.7 86 6.9 6.6 9.4 6.9 8.8 7.2 6.8 13.1 9.8 125 10.0 9.1
40 8.7 6.5 8.6 66 64 6.5 4.9 6.3 52 5.0 6.9 5.5 6.7 56 5.6 9.3 7.0 9.2 7.2 6.7
15 15.0 10.6 14.1 10.7 8.2 107 71 100 7.3 6.5 11.7 81 10.8 84 7.8 14.3 109 135 11.1 9.9
0.75 20 13.0 94 123 94 7.7 9.3 6.6 8.8 6.9 6.7 9.8 7.1 94 73 7.0 13.3 9.8 127 10.1 9.1
40 8.8 6.4 84 66 6.3 70 5.5 6.7 56 55 71 5.8 6.9 6.0 59 9.3 7.2 92 74 7.0
15 145 102 13.6 104 7.8 112 76 10.1 80 7.1 122 82 113 84 7.7 15.2 11.0 144 11.2 10.0
0.90 20 12.8 9.1 122 93 7.7 10.1 7.2 94 73 7.0 10.3 7.1 9.7 73 1.0 13.5 9.7 129 9.9 9.0
40 9.1 7.3 89 76 7.2 71 5.6 6.9 57 5.6 7.0 5.7 6.8 5.8 5.7 9.1 7.3 88 75 7.2

Sty = x?B) — 3, where x?g) are pseudo-random numbers from chi-square distribution with 3 degrees of freedom
15 14.1  10.0 135 102 8.1 11.8 83 11.1 86 7.7 12.0 87 11.1 9.0 8.4 154 111 145 11.4 9.9
-0.90 20 12.4 9.1 11.8 93 7.7 9.1 6.5 8.6 6.7 64 108 79 102 81 76 13.2  10.1 129 105 9.2
40 9.2 6.9 89 71 6.8 76 5.7 73 59 58 72 5.6 6.9 58 56 9.4 7.4 92 74 72
15 143 10.1 13.8 103 7.8 108 79 100 82 75 122 87 11.2 9.0 83 14.3 10.0 134 103 9.1
-0.75 20 12.1 84 11.5 86 6.9 96 6.9 9.1 72 6.7 10.5 7.5 99 79 75 13.2 9.9 126 10.2 9.2
40 8.8 6.6 85 68 64 74 5.7 71 58 5.8 7.7 6.2 74 6.3 6.2 9.4 7.4 9.1 75 7.2
15 13.5 9.8 128 9.8 7.3 105 7.4 9.7 7.6 7.0 12.3 9.0 114 9.2 8.9 15.1 109 14.1 11.2 10.1
-0.50 20 12.0 85 11.5 86 7.2 89 6.5 84 6.7 6.5 9.6 6.9 9.0 7.1 6.9 13,5 10.0 12.8 10.1 9.2
0.5 40 7.7 5.8 75 6.0 5.6 70 5.9 6.8 6.0 5.9 72 5.8 6.9 59 5.8 9.2 7.2 89 73 711
’ 15 13.9 9.1 13.0 92 6.9 114 77 106 80 74 11.7 84 11.0 87 8.1 14.6 106 139 10.8 9.6
0.50 20 12.0 8.0 114 82 6.9 9.1 6.5 8.5 6.8 64 10.1 7.3 95 75 7.3 12.4 8.8 11.8 9.0 8.2
40 8.0 6.2 77 64 6.0 73 5.8 71 6.0 5.8 7.1 5.7 6.9 59 5.7 9.2 7.1 90 73 6.9
15 15.0 10.2 14.2 105 8.1 107 78 10.0 80 74 121 88 114 92 8.6 14.5 105 13.6 10.7 9.6
0.75 20 11.9 79 11.2 82 6.7 95 6.3 8.9 6.7 6.3 104 7.2 95 75 7.1 12.4 9.0 11.8 94 84
40 9.0 6.8 86 7.0 6.6 70 5.7 6.8 59 5.7 75 5.9 73 6.2 6.1 9.6 7.5 92 76 7.3
15 14.2  10.2 132 103 8.1 117 81 109 84 7.7 12.4 87 11.3 9.0 8.3 15.3  11.0 14,5 11.3 10.0
0.90 20 12.5 89 11.8 9.1 75 9.0 6.3 85 6.6 6.2 9.7 6.9 9.3 7.2 6.7 13,5 104 13.0 10.6 9.4

40 8.5 6.1 83 6.3 6.0 74 6.2 72 63 6.2 8.0 6.5 7.8 6.7 6.6 9.3 7.5 91 76 7.1
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Table 5a: Ho : 81,1 + 21 = 0 against Ha : f11 + f21 >0 (Nominal size: 57%)

Actual sizes (%)

Test: z E-z t E-t CF-t z E-z t E-t CF-t 2z E-z t E-t CF-1 2z E-z t E-t CF-t
« 012 T p=—0.8 p=—0.5 p=0.5 p=0.8

15 14.0 9.7 13.3 9.9 7.5 11.3 7.8 10.4 8.0 7.1 12.1 8.6 11.2 8.9 8.4 14.4 10.6 13.7 10.8 9.6

-0.90 20 12.3 8.2 11.6 8.4 6.7 10.1 7.3 9.5 7.6 7.0 9.6 7.0 9.1 7.3 6.9 12.3 9.0 11.8 9.3 8.2

40 9.3 6.9 8.9 7.1 6.8 76 6.0 7.3 6.2 6.0 7.3 6.0 7.1 6.1 6.0 9.0 7.1 8.9 7.2 6.9

15 14.4 10.1 13.7 10.3 7.6 11.4 7.8 10.4 7.9 7.2 11.8 8.5 11.0 8.7 7.9 14.7 10.8 14.0 10.9 9.9

-0.75 20 12.4 8.7 11.7 8.9 7.1 8.5 6.3 8.0 6.6 6.2 10.4 7.2 9.7 7.5 7.0 12.9 9.4 12.4 9.7 8.5

40 8.8 6.7 8.5 6.8 6.4 7.4 5.8 7.1 6.0 5.8 7.1 5.9 6.9 6.0 5.9 8.9 7.0 8.7 7.3 6.9

15 13.5 9.2 13.0 9.3 7.1 11.4 8.2 10.7 8.5 7.8 11.0 7.9 10.3 8.1 7.6 14.4 10.3 13.6 10.5 9.5

-0.50 20 12.6 8.7 12.0 8.7 7.2 9.5 6.4 8.6 6.7 6.3 10.2 7.6 9.6 7.9 7.3 13.0 9.5 12.4 9.7 8.7

0.5 40 8.4 6.4 8.1 6.5 6.4 6.8 5.0 6.5 5.3 5.1 7.2 5.7 7.0 5.9 5.7 9.8 7.5 9.5 7.7 7.4
15 13.8 9.8 13.1 9.9 7.1 10.4 6.8 9.6 7.1 6.4 11.9 8.1 10.8 8.3 7.9 14.5 10.4 13.5 10.7 9.6

0.50 20 12.6 8.7 12.2 8.8 7.1 9.0 6.2 8.4 6.6 6.1 10.2 7.1 9.6 7.4 7.1 12.9 9.8 12.3 10.1 9.2

40 8.9 6.6 8.6 6.8 6.3 7.1 5.7 6.9 5.7 5.7 7.7 6.1 7.5 6.2 6.1 9.3 7.1 9.0 7.4 6.8

15 15.0 10.5 14.2 10.8 8.2 11.3 8.0 10.6 8.3 7.6 12.1 9.0 11.4 9.2 8.5 15.6 11.3 149 11.5 10.0

0.75 20 12.4 8.7 12.0 8.9 7.7 9.0 6.3 8.5 6.5 6.1 9.4 6.8 8.8 7.0 6.7 13.0 9.4 12.5 9.7 8.4

40 8.1 6.1 7.8 6.2 5.9 6.9 5.4 6.7 5.4 5.4 7.6 6.1 7.5 6.2 6.1 9.4 7.4 9.0 7.5 7.2

15 13.8 9.7 13.0 9.8 7.2 10.1 7.1 9.5 7.3 6.6 12.5 8.6 11.5 9.0 8.4 14.9 10.8 13.9 11.0 10.0

0.90 20 12.5 8.9 12.1 9.0 7.2 10.4 7.5 9.8 7.9 7.3 10.1 7.3 9.5 7.6 7.1 12.9 9.6 12.3 9.8 8.9

40 8.7 6.6 83 6.7 6.2 7.7 5.9 73 6.1 6.1 73 5.9 71 6.1 6.0 9.1 7.0 90 72 6.9




1€

Table 5b: Hy: 811+ P21 =0 and 12+ B2 =0 against Hy : Hy is false

(Nominal size: 57)

Actual sizes (/)

Test: X E-x*? F E-F CF-F x>  E-X? F E-F CF-F x>  E-X? F E-F CF-F x>  E-? F E-F CF-F
« 012 T p=—0.8 p=—0.5 p=0.5 p =038

15 30.6 20.6 27.1 19.4 7.6 22.1 14.0 18.7 13.9 9.5 23.3 15.3 19.9 151  11.7 33.3 22.1 29.1 215  14.6

-0.90 20 25.5 16.5 23.3 16.1 8.0 16.5 10.1 144 10.1 8.1 183 11.8 16.1 12.0 10.0 27.1 183 245 183 13.0

40 149 102 142 105 8.8 9.8 6.5 8.9 6.8 6.4 10.2 6.9 9.4 7.2 6.7 16.1  11.1 152 114 9.9

15 30.2 19.7 26.8 189 8.4 20.3 11.8 17.1 11.8 9.1 23.3 149 20.2 147 121 325 214 285 21.1 146

-0.75 20 254 17.0 23.0 16.8 9.4 15.3 9.0 13.1 9.3 7.7 176 109 152 11.1 9.2 27.3 185 24.8 186 13.2

40 14.2 9.8 13.3 10.0 8.5 9.7 6.8 9.1 7.1 6.7 10.5 7.4 9.7 7.8 7.4 15.7 109 14.8 11.2 9.4

15 31.7 203 276 19.2 8.2 20.6 126 17.6 123 10.0 22,9 149 19.7 14.7 122 33.0 23.1 29.3 227 16.3

-0.50 20 23.7 148 21.1 145 8.2 15.3 9.0 13.0 9.2 7.8 16.5 9.8 14.1 10.2 8.8 269 18.1 243 18.1 13.8

0.5 40 13.0 8.7 11.9 8.9 7.5 10.2 6.9 9.4 7.3 6.9 10.5 7.1 9.8 7.5 7.0 16.2 11.3 154 11.6 10.1
15 304 19.2 264 184 7.9 194 11.8 16.1 11.5 9.3 23.3 15,1 199 149 12.7 31.6 21.7 276 21.3 15.3

0.50 20 24.6 158 22.1 15.5 8.9 15.2 9.4 13.3 9.7 8.3 18.0 10.1 157 11.2 9.7 26.1 17.8 24.0 179 13.1

40 13.1 9.2 124 9.4 8.4 9.3 6.1 8.3 6.4 6.0 10.6 7.3 9.9 7.7 7.2 156 106 14.8 11.0 9.4

15 31.8 208 27.8 199 9.0 21.1 128 18.0 125 9.0 24.1 153 20.7 15.3 124 323 222 287 21.8 15.7

0.75 20 25.1  16.1  23.0 159 9.0 15.9 9.6 134 9.9 8.2 18.1 109 154 11.2 9.6 27.0 18.2 243 184 13.2

40 13.5 8.7 125 9.0 7.6 9.4 6.4 8.7 6.7 6.2 10.6 7.1 9.7 7.5 7.0 16.3 11.1 15.0 11.5 9.8

15 31.4 20.9 27.7 19.8 8.1 21.2 13.2 17.9 12.9 8.7 23.3 14.7 19.9 144 11.2 32.8 22.3 29.3 219 15.0

0.90 20 26.0 16.4 233 16.2 7.9 16.2 9.0 14.0 9.1 7.4 186 11.3 16.1 11.6 9.7 26.5 17.3 236 17.3 125

40 14.6 9.9 13.6 10.1 8.7 10.2 6.6 9.4 7.0 6.5 10.7 74 10.0 7.8 7.2 16.4 11.3 154 11.6 10.4




6 Conclusions

In this paper, we have employed Edgeworth expansions of the standard nor-
mal (or Student-t) and chi-square (or F') distributions to derive second-order
size corrected testing procedures for the coefficient of the S.U.R. model with
first-order autocorrelated errors. These procedures include (i) the Edgeworth
corrected critical values of the well-known Wald (or F) and t tests and (ii)
the Cornish-Fisher corrected F' and ¢ test statistics. Since the standard F' and
t tests are adjusted for the degrees of freedom, they are locally exact, which
means that their approximate distributions become exact when the model is
sufficiently simplified.

The Edgeworth and Cornish-Fisher expansions, employed by the paper, are
equivalent to each other, since the latter constitutes an inversion of the former.
However, in practice, the use of the Cornish-Fisher corrected test statistics is
recommended, since they are proper random variables with well-behaved dis-
tribution tails. The Edgeworth approximation, on the other hand, may assign
negative ‘probabilities’ in the tails of the approximate distributions. Further-
more, the Cornish-Fisher size corrected tests can be easily implemented, in
practice, using the standard tables of the Student-¢ and the F' distributions.

To evaluate the small-sample performance of the suggested tests, we have
conducted a series of Monte Carlo simulations. The results of these simulations
indicate that the size corrected ¢ and F tests lead to substantial size improve-
ments upon their standard versions, which assume first-order asymptotic ap-
proximations. This is true even for very small samples of 15 or 20 observations.
Between the Edgeworth and Cornish-Fisher categories of the size corrected tests
suggested in the paper, the second category is found to perform better than the
first for almost all cases of serial and cross-equation correlation of the error
terms of the S.U.R. model examined. This result is also robust across different
degrees of multicollinearity between the explanatory variables of the model con-
sidered. In particular, both the ¢ and F' Cornish-Fisher size corrected tests are
found to outperform their Edgeworth size corrected counterparts even when the
degree of serial correlation of the error terms is very high. This is true even for

a close-to-unity degree of correlation across the S.U.R equations.
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Finally, the paper shows that the relative performance of the suggested size
corrected ¢ and F tests is not affected by two distinct departures from the
normality of the errors, i.e. if the errors are distributed either with thick tails (as
in the case of the Student-t distribution), or asymmetrically. Finally, the relative
performance of the examined size corrections remains the same no matter how

complicated the specific form of the null hypothesis is.

Appendix

In this appendix, we provide proofs of the main results of the paper. To prove these
results, we rely on a number of lemmas, which are presented with their proofs in a
Technical Appendix, available at the ... . This appendix is structured as follows: First,
we introduce the stochastic order w(-), which measures the approximation error of the
asymptotic expansions given in the paper. Then, using the lemmas in the Technical

Appendix, we provide the proofs of the theorems.

The order w(-)

Following Magdalinos (1992, page 344), let Z be a given set of indexes which, without
loss of generality, can be considered to belong to the open interval (0,1). For any
collection of real-valued stochastic quantities (scalars, vectors, or matrices) Y; (7 € 7),

we write Y, = w(7?), if for any given n > 0, there exists a 0 < e < oo such that
Pr[IIV; /7]l > (~n7)] = o(r™), (A.1)

as 7 — 0, where the || - || is the Euclidean norm. If (A.1) is valid for any n > 0, we
write Y = w(oo). The use of this order of magnitude is motivated by the fact that,
if two stochastic quantities differ by a quantity of order UJ(Ti), then, under general
conditions, the distribution function of the one provides an asymptotic approximation

of the distribution function of the other, with an error of order O(7"). Furthermore,

orders w(-) and O(-) have similar operational properties (Magdalinos (1992)).

Asymptotic expansions of size corrected tests: Proofs of

theorems

Given the lemmas in the Technical Appendix, next we derive the proofs of the theo-

rems presented in the main text. These are based on known expansions of standard
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normal and chi-square distributed tests. We derive new expansions of the degrees-
of-freedom-adjusted versions of these tests, by inverting their characteristic functions.
These degrees-of-freedom-adjusted approximations of distribution functions are proved

to be locally exact.

Proof of Theorems 1 and 2. Approximation (42) of Theorem 1 can be proved fol-
lowing the steps of the proof in Rothenberg (1988). The quantities in (40) can be
obtained by expanding the corresponding quantities given by Rothenberg and retain-
ing the first term in each of these expansions. The approximation (44) of Theorem
2 follows from the approximation (42) and the following asymptotic approximations
of the Student-t distribution and density functions, which are given in terms of the
standard normal distribution and density functions, respectively (see Fisher (1925)):
Ir—n(z) = I(x) = (7°/4)(1 + &*)zi(z) + O(r"),
(A.2)
ir_n(z) = i(z) + O(T?).

Note that approximation (44) of Theorem 2 is locally exact. This can be easily
seen as follows: If parameter vector v = (¢’,<’)" is known to belong to a ball of radius
9, then, as ¥ — 0, v becomes a fixed known vector. By using (27), (29), (33) and (35)
we can prove that

A=0, A=k=0, =2, ko=0. (A.3)

Then, the analytic formulas of p1 and po, given in (43), become
p1 =p2 =0. (A.4)

This result implies that, with an error of order O(7%), approximation (44) becomes

the Student-t distribution function with MT — n degrees of freedom. O

Proof of Theorem 3. We begin the proof by noticing that, under null hypothesis

(36), the t statistic, given by (37), admits a stochastic expansion of the form
t =to + Tt1 + Ttz + w(T?), (A.5)
where the first term in the expansion is given as
to = €'b/(e'Ge)'/? = h'b, where b= GX'Qu/VT.

The result given by equation (A.5) implies that the Cornish-Fisher corrected statistic

t., given by (47), admits a stochastic expansion of the form

te = to 4+ Tt + 77 (t2 — t3) + w(T°), (A.6)
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where
ts = (p1 + pato)to/2.

Let s be an imaginary number, and 1(s) and ¢(s) denote the characteristic func-
tions of the ¢ statistic, given by (37), and a standard normal random variable, respec-

tively. Using (A.6) and the relationships:
Elexp(sto)to] = s¢(s) and Elexp(sto)ty] = (3s + s>)¢(s),

we can show that the characteristic function of the Cornish-Fisher corrected statistic
t., denoted as 1.(s), can be approximated as follows:
bi(s) = (s) —7°s Elexp(sto)ts] + O(7°)
2
= U(s) = s [prs+pa(3s +57)]6(s) + O().
Dividing . (s) by —s, applying the inverse Fourier transform, and using Theorem 2,

we can show that

2
Pr{t<z}+ %(m + p2a®)wir_n(z) + O(7°)

Pr{t. <z}

7_2

3 (p1 + p2x?)zir_n(z)

= IT_n(l’)

+5 01+ paa®)iz n(2) + (")

= Ir_n(x)+0(°). (A7)

The last result means that the Cornish-Fisher corrected statistic t. is distributed as a

Student-t random variable with M7 — n degrees of freedom. O

Proof of Theorems 4 and 5. Approximation (58) of Theorem 4 can be proved fol-
lowing the steps of the proof in Rothenberg (1984b). The quantities in (56) can be
obtained by expanding the corresponding quantities given by Rothenberg and retain-
ing the first term in each of these expansions. Approximation (60) of Theorem 5 follows
from approximation (58) and the following asymptotic approximations of the F' distri-
bution and density functions, which are given in terms of the chi-square distribution

and density functions, respectively:

FP(2) = Fo(ma) + (72/2)(m — 2 — ma)ma fr, (mz) + O (),

f7 (@) = mfm(ma) + O(r%).
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Note that approximation (60) of Theorem 5 can be easily seen to be locally exact.

By using (A.3), (59), and (61), we can show that
& =—-m(m—2)/2 and & = m(m+2)/2 (A.9)

=q =g =0. (A.10)

This result means that, with an error of order O(7?), approximation (60) becomes the

F distribution function with m and MT — n degrees of freedom. O

Proof of Theorem 6. To begin the proof, we first notice that, under null hypothesis
(48), the F statistic, given by (50), admits a stochastic expansion of the form

F=Fy+71F +7°F +w(r?), (A.11)
where the first term in the expansion is
Fo=bQb/m, b=GX'Qu/VT.

Equation (A.11) implies that the Cornish-Fisher corrected statistic F\, given by (64),

admits a stochastic expansion of the form
F. = Fo+1F +1%(Fs — F3) + w(?), (A.12)

where

F3 = (q1 + q2Fo) Fo.

Let s be an imaginary number, and (s) and ¢(s) now denote the characteristic
functions of the F' statistic, given by (50), and a chi-square random variable with m

degrees of freedom, respectively. Using (A.12) and the following relationships:

m + 2
Elexp(sFo) Fo] = ¢m+2(s/m) and Elexp(sFo)Fy] = = bma(s/m),
we can show that the characteristic function of the Cornish-Fisher corrected statistic

F., denoted as 1.(s), can be approximated as follows:

Pu(s) = (s)—7°s Elexp(sFo)F3] 4+ O(r?)

m + 2

= P(s) = 7°5 [@1dm+2(s/m) + g2 Gmya(s/m)] + O(7%). (A.13)

For the chi-square density fm(z), the following results can be shown:

(mz) fm(max) = mfmi2(mz) and (mx)zfm(m:r) =m(m + 2) frmya(mz). (A.14)
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Dividing (A.13) by —s, applying the inverse Fourier transform, and using Theorem 5
and the results of equations (A.8) and (A.14), we can show that

m + 2

Pr{F. <z} = Pr{F <a}+ 7 [(@mfmiz(mz)+ ¢ M frnta(ma)] + O(7°)

= Pr{F <z} + 7 [(@amzfm(mz) + gema® frn(mz)] + O(r%)
= Pr{F <z} +7°(q1 + gx)ma fr (mz) + O(7%)
= P, (z) — 7@+ )z fi,(z)
+7%(q1 + @)z 7, (z) + O(r%)
= F . (z)+0(). (A.15)

The last result implies that the Cornish-Fisher corrected statistic F is distributed as

an F random variable with m and MT — n degrees of freedom. (I

Bibliography

Beach, C. M. and MacKinnon, J. G. (1978). A Maximum Likelihood Procedure for

Regression with Autocorrelated Errors. Econometrica, 46(1):51-58.

Breusch, T. S. (1980). Useful Invariance Results for Generalized Regression Models.
Journal of Econometrics, 13:327-340.

Cornish, E. A. and Fisher, R. A. (1937). Moments and Cumulants in The Spesification
of Distributions. Revue del’ Institute International de Statistic, 4:1-14.

Dhrymes, P. J. (1971). Equivalence of Iterative Aitken and Maximum Likelihood
Estimators for A System of Regression Equations. Australian Economic Papers,

10:20-24.
Dhrymes, P. J. (1978). Introductory Econometrics. Springer Verlang, New York.

Fisher, R. A. (1925). Expansion of Student’s Integral in Powers of n~'. Metron,
5:109-120.

Fisher, R. A. and Cornish, E. A. (1960). The Percentile of Distributions Having Known
Cumulants. Technometrics, 2:209-225.

Hill, G. W. and Davis, A. W. (1968). Generalized Asymptotic Expansions of Cornish-
Fisher Type. The Annals of Mathematical Statistics, 39(4):1264-1273.

37



Iglesias, E. M. and Phillips, G. D. (2010). The Bias to Order T2 for the General k-

class Estimator in A Simultaneous Equation Model. Economics Letters, 109:42—45.

Iglesias, E. M. and Phillips, G. D. (2012). Almost Unbiased Estimation in Simultaneus
Equations Models with Strong and / or Weak Instruments. Journal of Business and

Economic Statistics, 30(4):505-520.

Kiviet, J. and Phillips, G. D. (1996). The Bias of the Ordinary Least Squares Estimator
in Simultaneous Equation Models. Economics Letters, (53):161-167.

Kiviet, J., Phillips, G. D.; and Schipp, B. (1995). The Bias of OLS, GLS, and ZEF
Estimators in Dynamic Seemingly Unrelated Regression Models. Journal of Econo-

metrics, 69:241-266.

Magdalinos, M. A. (1985). Improving Some Instrumental Variables Test Procedures.
Econometric Theory, 1:240-261.

Magdalinos, M. A. (1992). Stochastic Expansions and Asymptotic Approximations.
Econometric Theory, 8:343-367.

Magdalinos, M. A. and Symeonides, S. D. (1995). Alternative Size Corrections for
Some GLS Test Statistics: The Case of the AR(1) Model. Journal of Econometrics,
66:35-59.

Magee, L. (1985). Efficiency of Iterative Estimators in the Regression Model with
AR(1) Disturbances. Journal of Econometrics, 29:275-287.

McDonald, G. C. and Galarneau, D. I. (1975). A Monte Carlo Evaluation of
Some Ridge-Type Estimators. Journal of the American Statistical Association,

70(350):407-416.

Ogasawara, H. (2012). Cornish-Fisher Expansions Using Sample Cumulants and

Monotoning Transformations. Journal of Multivariate Analysis, 103:1-18.

Parks, R. W. (1967). Efficient Estimation of a System of Regression Equations when
Disturbances are Both Serially and Contemporaneously Correlated. Journal of the

American Statistical Association, 62:500-509.

Phillips, G. D. (2000). An Alternative Approach to Obtaining Nagar-type Moment Ap-
proximations in Simultaneous Equation Models. Journal of Econometrics, 97:345—

364.

38



Phillips, G. D. (2007). Nagar-type Moment Approximations in Simultaneous Equation
Models: Some Further Results. In The Refinement of Econometric Estimation and
Test Procedures: Finite Sample and Asymptotic Analysis, pages 1-1. Cambridge
University Press, Cambridge.

Prais, S. J. and Winsten, C. I. (1954). Trend Estimators and Serial Correlation. Cowles

Commission Discussion Paper: Statistics No. 383.

Rothenberg, T. J. (1984a). Approximate Normality of Generalized Least Squares
Estimates. Fconometrica, 52(4):811-825.

Rothenberg, T. J. (1984b). Hypothesis Testing in Linear Models when the Error

Covariance Matrix is Nonscalar. Econometrica, 52(4):827-842.

Rothenberg, T. J. (1988). Approximate Power Functions for Some Robust Tests of
Regression Coefficients. Econometrica, 56(5):997-1019.

Symeonides, S. D., Tzavalis, E., and Kandilorou, H. (2007). Cornish-Fisher Size Cor-
rected t and F Statistics for the Linear Regression Model with Heteroskedastic
Errors. In Philips, G. D. A. and Tzavalis, E., editors, The Refinement of Economet-
ric Estimation and Test Procedures: Finite Sample and Asymptotic Analysis, pages

173-204. Cambridge University Press, Cambridge.

Turkington, D. A. (2000). Generalised vec operators and the seemingly unrelated
regression equations model with vector correlated disturbances. Journal of Econo-

metrics, 99(2):225-253.
Ullah, A. (2004). Finite Sample Econometrics. Oxford University Press.

Zellner, A. (1962). An Efficient Method of Estimating Seemingly Unrelated Regressions
and Tests for Aggregation Bias. Journal of the American Statistical Association,

57(298):348-368.

Zellner, A. (1963). Estimators for Seemingly Unrelated Regression Equations: Some
Exact Finite Sample Results. Journal of the American Statistical Association,

58(304):977-992.

Zellner, A. and Huang, D. S. (1962). Further Properties of Efficient Estimators
for Seemingly Unrelated Regreesion Equations. International Economic Review,

3(3):300-313.

Zellner, A. and Theil, H. (1962). Three-Stage Least Squares: Simultaneous Estimation

of Simultaneous Equations. Econometrica, 30(1):54-78.

39



