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ARTICLE INFO ABSTRACT

Keywords: Condensing heat exchangers play a key role in industrial processes to enable high efficiency waste heat recovery.
Condensation Various designs exist and they depend on the primary heat source, pollution level, installation location, etc. The
CFD . physics involved in these components is very complex and usually difficult to investigate experimentally.
;ﬁ;;ﬂze}lem Exchanger Therefore, numerical methods, such as CFD (Computational Fluid Dynamics), prove to be a useful tool for
investigating specific phenomena. In particular, the condensation phenomenon is probably the most complex
since it implies the co-existence of different phases, their mutual interaction and the variations in concentration
of these phases. Focusing on these phenomena, a simplified case study was conducted by considering an infinite
pipe geometry and investigated by means of the STAR-CCM + software to develop a novel methodology for the
detailed external condensation pro. The geometry considered represents the first tube section of an existing heat
exchanger, and the condensation of hot humified air impinging on the cold pipe was analysed using a multiphase
multicomponent approach based on VOF (Volume of Fluid Method). A specific optimum mesh was tested with
two different flow regimes for the fluid film defined on the condensation surface. Since no condensation regime is
known in advance, the Resolved Fluid Film model was used to trigger the condensation on the pipe wall, starting
by means of the Fluid Film model, in order to predict the amount of condensate phase and its diffusion into the
background region. After that, the VOF condensation model was used to trigger the condensation between the
vapor phase and the newly formed water liquid phase. The condensation regime is then controlled by means of
three main parameters being the two condensation models (film and VOF) under relaxation factors and the
transition threshold, generally raging from 0 to 1 and here fixed to an optimal value. Finally, the total amount of
condensate phase was compared with extrapolated values from experimental results. The simulation proved to be
a reliable simplified prediction of the average condensation production related to the actual experimental setup,

with the spatial distribution showing a net separation between the film and the VOF regimes.
sources spanning from general two-phase topics [6], to specific physics
1. Introduction formulations as the laminar film state [7] or even extensive in-
vestigations on specific heat transfer coefficient estimations[8,9]. When
Over the years, computational fluid dynamics has proved to be a very it comes to the topic of this simulation, it strongly depends on the field of
powerful tool to be employed in different engineering/physics tasks. At interest. For example, some papers may focus on a specific topic like
the moment, the implementation of CFD spans many topics and indus- condensation applied to Internal Air Quality (IAQ) [10] or well inves-
trial applications are among the most important. For example, its use can tigated phenomena like various accident scenarios in the field of nuclear
be cited in the characterization/investigation of industrial machines engineering [11,12,13]. In the first work from Mimouni et al. Makes use
[1,2], specific components [3] and industrial processes [4,5]. Then, of the NEPTUNE solver to simulate the vapor condensation on a cooled
when arguing specifically about condensation/evaporation phenomena, surface based on two existing scenarios. The work from Zschaeck et al
the field varies quite widely, and sources of literature tend to do the then validated a mathematical code implemented in Ansys FLUENT for
same. For example, considering the theory per se, there are plenty of wall condensation in presence of non-condensable gases. By
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Nomenclature

Abbreviation/Symbol

CFD Computational Fluid Dynamic

VOF Volume of Fluids

o Volume Fraction

p Density

Vii Diffusion Velocity

HIRC High-Resolution Interface Capturing
m Condensation Rate

hy Film Thickness

ut Adimensional wall velocity

Re., Critical Reynolds

Y; Vapor Mass Fraction

my, Evaporation Rate

ap First Cell Volume Fraction

Qrans Resolved Fluid Film Transfer Value
m Transfer Mass Flux

fon Shear Stress Normal Component
for Shear Stress Tangential Component
Ty Fluid Film Shear Stress Tangential Component
fP Drag Force

implementing a mass sink the authors were to simulate a loss of coolant
accident (LOCA). Finally, Li et al simulated direct contact condensation
(DCC), a common phenomenon during accidents or transitions in nu-
clear reactors. The authors made use of the coupling of the LES turbulent
model and VOF model with the addition of a UDF code introducing a
mass transfer and an equilibrium model. Other topics are direct contact
condensation, as for the work from Shukla et al [14], where steam
condensation happens in a subcooled pool, or microchannel condensa-
tion as for Alnaimat et al [15] with a complete flow regime transition
modelled. Turning to a topic more appropriate to the one discussed in
this paper, heat exchangers, being the most important and simplest kind
of application including condensation as a part of their operation, are a
well-known technology, as easily ascertained by the work of Fujii [16].
Their easy conceptualization makes them a useful tool to be applied to a
vast variety of cases spanning from heat recovery or even exhaust gas
treatment. Some of the studies performed consider the evaluation of
heat transfer coefficients, as for example the already cited work on the
fluid film by Marto, or on the horizontal tube bundle from Browne [17].
When it comes to the use of CFD, the most part of the complex tech-
nologies studied have been demonstrated to be a valuable tool of
investigation, and some interesting work can be found. One is surely the
work from Ren et al [18], where, for an air/vapor stream in the presence
of a bundle of horizontal tubes, a relationship was found between the
percentage of non-condensable gases and the heat transfer coefficient. In
the work from Lei et al [19], an interesting first numerical analysis was
carried out for the condensation flow regimes in micro-channels, then
with a later work [20] a computational investigation was conducted for
condensation flow patterns and heat exchange in parallel rectangular
micro-channels. Staying with the topic of internal condensation, another
work that can be cited is from Mghari [21], with the use of the VOF
multiphase model to simulate the annular condensation in a water-
steam heat pipe. Khasawneh et al [22] investigated film condensation
inside the Passive Auxiliary Feedwater System in nuclear safety systems.
Also, Hohne [23] investigated the flow patterns of a functioning heat
pipe, simulated by means of the homogeneous model. A very interesting
study came from Bhowmilk [24,25], which in two subsequent publica-
tions reported by means of the fluid film model the condensation in
scaled-down small modular reactors, first for pure steam and then for
steam and non-condensable gases. Moving to external condensation, the
topic of interest relevant to the present paper, Bonneau et al [26]
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published a review on vapor condensation outside smooth tubes, but it
must be pointed out that the tubes were considered horizontal, in a
single or bundle configuration, which effectively limits the general
applicability of the work. Another similar case can be found in the re-
view from Fil et al [27] on dropwise condensation, spanning theory,
modelling and experiments. This demonstrates that condensation per se
is a phenomenon that is extremely dependent on the environment and
configurations of the surfaces where it happens. In the work from Lee et
al [28] an interesting coupling between Star-CCM + and Mars-KS was
brought forth to simulate the condensation on a wall in the presence of
light gases, all experimentally validated by the CONAN data experiment.
Unfortunately, this brief paper does not explain very much on the
condensation models used. Then, a small portion of the work from
Krackik [29] considered the implementation of CFD in the study for
water/vapor condensation on the wall of a heat exchanger, but its use
appears to be limited on the fields of motion.

For what the authors have acknowledged by investigating the liter-
ature, no previous effort was done in the simulation of the external
vertical condensation process. Moreover, the condensation process is
constituted by different passages that can be numerically implemented
by means of different models, and as far as the authors know no effort
was done in the coupling of different condensation models. Then, the
present work aims to propose an in-depth analysis of water/vapor
condensation on the external surface of a cooling pipe. The configura-
tion is derived from an actual experimental heat exchanger from the
work of Poskas et al [30]. The novelty of the proposed work arises from
the coupling of different condensation models, with the result of a dy-
namic simulation between the film and the 3D condensed phase, all
based on the gradient driven condensation/evaporation processes in
Star-CCM + environment v. 18.06.007-R8, Siemens [31]. As stated
before, no preceding studies on the external condensation were done
with such a focus on the development of the condensation process.
Starting from a dry wall, condensation on a portion of the original pipe,
herein set with a constant heat transfer coefficient, the condensation
process is brought forth to a statistically stationary condition and
compared to a theoretical experimentally condensed phase volume.

2. Methodology
2.1. Actual technology

The present paper is based on a simplified analysis of a portion of a
tube wall belonging to a heat exchanger designed at the Lithuanian
Energy Institute (LEI) in collaboration with Brunel University London.
The heat exchanger is composed of three longitudinal stainless-steel
tubes of serpentine shape forming tube bundles, which are placed in-
side a rectangular stainless-steel frame. In these tubes the cooling water
is flowed in counter-current in respect to the inlet gas stream. At the
bottom of the steel case bottles are placed in correspondence with the
lower curves of the tubes/pipes in order to collect condensate forming
from the water vapor in the inlet stream.

In Fig. 1 a 3D model of the actual machine is given, with a detail of
the internal bundles to the left. To this time the heat exchanger as
already been tested in various experiments by Poskas et al. [30,32,33],
all based on the condensation taking place on the external surface of the
tubes bundle. Tests were performed with different inlet gasses (flue
gasses from wooden pallets or biofuel combustions, humid air), different
inlet temperatures (for both the gas and water currents) and gas/water
ratios. All the experiments proved that condensation most of the times
tales place due to the pipes wall temperature being below the gas dew
point, with a different distribution along the pipes depending on the
mass fraction of vapor in the gas stream.

2.2. Geometry

It must be pointed out that to treat such an extended domain with the
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1/a: Gas/Water Inlet
2/b: Gas/Water Outlet
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Fig. 1. Model of the heat exchanger with highlighted boundary conditions. Box shows a photo of the internal pipes.

aim of reproducing the condensation phenomenon would result in a
thorough attempt with many detrimental challenges. So, as a first try to
simulate the process, the original system was simplified. To simplify as
much as possible, we focused our attention on just one vertical section of
one of the tubes at the beginning of the impact of the incoming gas
stream. As a further simplification, this vertical section is considered as
fully symmetrical and is modelled ideally as an infinite tube, as shown in
Fig. 2.

The model in Fig. 2 shows the boundaries and the dimensions of the
reduced geometry. A and B are the Inlet and the Outlet surfaces
respectively, while D and F are the top and the bottom surfaces. Finally,
C is the pipe wall, identifiable by the lighter grey colour. The front and
the back surfaces are not indicated but are easily identifiable. Since the
actual heat exchanger is constituted by a bundle of three parallel pipes,
this geometry is considered a half pipe section. This way the Front and
Back surfaces are set as symmetric boundaries. The smaller side, i.e. the
width of the Inlet and Outlet sections, corresponds to half of the distance
between two parallel pipes. The top D and the bottom F walls are then

0.013M

D

wee o

Fig. 2. Geometrical model for the
and dimensions.

infinite pipe with boundaries

set as symmetric periodic boundaries. By doing so the physical quanti-
ties passing through F will come back to the system by D, this way
simulating an infinite pipe. The assumption of an infinite pipe is justified
since this simplified case was meant to investigate a statistically sta-
tionary behaviour to be compared with the results of the actual machine
in stable working conditions.

2.3. Computational mesh

The whole mesh consisted of polyhedral elements. These kinds of cell
were based on a first grid generated from all tetrahedral elements, which
then collapsed into polyhedral elements and permitted high quality
meshes (for example a polyhedral mesh always meets the non-
orthogonality minimum requirements) with lower quantities of cells.
This leads to more accurate results with a minor expense of computa-
tional time. Also, the polyhedral conformation adapts, in terms of the
cells’ quality, better to curvatures, for example the pipe boundary in the
system. The generation of the mesh was done with the use of the auto-
mated mesh method, where the mesh is mostly handled by the software.
The main parameter to be specified was the base cell dimension of 2.0
mm. Then the surface refinement to the pipe wall was specified as 25%
of the base value.

The prism layer, to fulfil the stability requirements, consisted of 12
layers with a total thickness of 12.5% of the cell base. This operation is
necessary since the prism layer has a fundamental role in this simulation
due to the preferential orthogonal growing of the condensed phase
thickness on the pipe wall. Also, to ensure the stability of multiphase
simulations where a film condensation/evaporation is expected, it is
generally advised to prefer a Low-y" behaviour on the condensation/
evaporation surface. In Star-CCM + it is generally suggested the use of
the All- y© wall treatment, which is the one employed here, and its
nature (as it will be explained further in the next paragraph) is that of a
blending model between the Low-y " and the High-y " ensuring an higher
numerical stability. To ensure anyway a general Low-y" behaviour the
wall-y + values on the pipe wall were checked to ensure that its values
were below 1, while a negligible number of cells over 1 was accepted.
The methodology applied to the mesh followed the optimization criteria
for the condensation models [34,35,36]. The mesh was tested with a
fluid-dynamic sensitivity applying two different fluid film motion
models, one laminar and one turbulent. This way a mesh of ~ 5 thou-
sand cells was obtained. Though it may seem too light it must be kept in
mind that whenever phase density changes are computed the calculation
time rises. Also, even slightly coarser meshes would result in a prompt
divergence after few seconds of calculated physical time.

To perform a sensitivity analysis of the implemented mesh, two other
meshes have been used by applying a coarsening factor of 1.5 and a
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refining factor of 0.5 to the base size of the mesh in Fig. 3. In Fig. 4 the
first result is shown in terms of the convolution lines for the velocity field
in a transverse section achieved in half of the system. It can be seen that
the motion varies slightly with minor differences, both in terms of shape
and values.

In Fig. 5 another sensitivity comparison is shown, this time analyzing
the pressure drop between inlet and outlet sections. The pressure field
value was evaluated as surface average values on the sections’ areas. The
pressure drop between the two cases can be seen to be substantially
identical with a negligible difference of 0.2 Pa. The two drops are also
compared with the pressure drop with the selected mesh (green),
showing that the value lies exactly beneath the two mesh testing values.
It must be pointed out that Fig. 5 may be misled if interpreted only by
using the relative pressure difference between the shown cases. By doing
so, the relative pressure difference would reach 20% between the
coarser and the finer case, thus supposing the adopted mesh to be un-
satisfactory. It must be considered that experimentally a difference of
0.2 Pa is practically unquestionable. The results shown in Figs. 4-5
demonstrate the quality of the mesh generated thus validating its use for
the present simulation.

2.4. Physics

The system is considered as being crossed by a hot stream of air and
vapor. The stream impinges on the cold pipe wall and then the vapor
component of the stream starts to condense on the pipe wall. The well-
known Reynolds equations of continuity and momentum for a 3D system
are implemented to simulate the physical phenomenon considered in the
best way. Due to the incoming flowrate the Reynolds number is found to
be fully turbulent, so that the implementation of a k-@ SST model [37]
was operated to fully resolve the turbulent behaviour both near and far
from the wall boundary. The near-wall behaviour, necessary because of
the turbulent flow models implemented, can generally be treated with
two different methods. The first is the High-y™, in which coarser near
wall prism cells are used and the near wall cell is assumed to be fully
lying in the log layer for y">30. In contrast, the second approach,
named Low-y" assumed that the near wall cell lies in the viscous sub-
layer, so finer prism cells are required since here y™~1. Automati-
cally, when selecting the turbulent models, Star-CCM + selects the All-
y* which is fundamentally a blending model able to suit most of the grid
dimensions in the near wall region. This model suits values of the wall-y
+ best so that 1 > y*>30. The values in between are ensured to be
handled properly anyhow. Considering the mesh requirements in the
previous section for the pipe wall and the use of this wall treatment
instead of a Low-y ", this let us use a classic k-o SST model instead of a
low Reynolds version while maintaining the required refinement to the
wall as demonstrated by the wall-y" values reported in Fig. 6.

2.4.1. VOF

The system is multiphase in nature, since the actual working scenario
of the heat exchanger is the treatment of acidic exhaust gases from in-
dustrial processes. In the present simulation the incoming hot gas is
simply treated as a bi-phase humid gas, consisting of a mixture of air and
water vapor. To model the multiphase nature of the gas, use was made of
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the VOF model [38]. The VOF method is based on the use of a so-called
colour function that leads to the definition of the volume fraction
Vi

= (@)
where V; is the volume of a single phase and V is the total volume. The
fundamentals of the volume fraction o; are that the sum of all the i-
phases are equal to 1, i.e. equal to the total volume of the system, and
that the values of the single volume fraction in a grid cell can assume all
the values between 0 and 1. It is important to note that within the VOF
formulation the phases are considered as immiscible. Specifically, for
0 the cell is void of the volume fraction and for 1 the cell is filled with the
volume fraction. The distribution of the phase i is driven by the phase
mass conservation equation

2/ aidV+j{ aivoda:/ (sal—&%)dv g
ot Jy A v p; Dt v Pi
o (aipva;)dV (2

where on the left hand side the time and convective terms are
described and put equal to the variation of the densities of the phases in
the first term on the right hand side, described by the difference between
the source term for the phase i with S,, and the Lagrangian derivative of
the phase densities Dp;/Dt, and the contribution of the diffusive term
exploited by the diffusion velocity v4;. Anyway, since the diffusion term
derives from the slip between the phases and since air and vapour can be
assumed to have equal velocities, this term is zero. In Star-CCM+, in the
case of a two-phase system, as in the present case, the phase volume
fractions are calculated based on the resolution of the volume fraction
transport equation for the first phase only. The volume fraction of the
second phase is then adjusted correspondingly to the calculated values
for the first phase, so that the sum of both the volume fractions leads to
1, that represents the totality of the cell volume. The VOF methodology
belongs to the interface reconstruction methods, and in the present case
the standard HIRC (High-Resolution Interface Capturing) method was
used for this purpose. Since the system ideally starts from a condition
where the heat exchanger chamber is filled with only air, the conden-
sation process is likely to follow the wall pipe condensation process
starting from a dry wall initial condition. The condensation process
should follow the formation of nucleation sites on the dry wall surface
dependent on the impinging of the hot humid gas on the pipe wall itself.
These nucleation sites will then coalesce with each other after their own
growth in dimension, forming in the end a homogeneous fluid film on
the surface. The progression of this process will then lead to the forming
of three-dimensional waves with the growth of the fluid film due to the
continuous condensation on its own surface. This three-dimensional
condensed liquid, not anymore classifiable as a film, will then further
develop collecting on the bottom of the system dragged by the gravity
force. The final shape of the condensate in the system will be the result of
the combined effect of the drag force exercised by the gas stream flowing
around the pipe surface and the surface tension between the condensate
surface and the gas in the background.

In Star-CCM + the whole condensation process described above must
be implemented with the use of different models all coupled. The
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Fig. 3. Computational mesh in along a horizontal section.
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Fig. 4. Velocity convolution lines in a transvers section for (a) a coarser mesh and (b) a finer mesh.
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Fig. 5. Pressure drop between inlet and outlet sections for the coarser (blue), standard (green) and finer (orange) cases. (For interpretation of the references to colour

in this figure legend, the reader is referred to the web version of this article.)
process then can be divided into steps as follows.

. Definition of the VOF air/vapour mixture stream, that will form the
background region

. Generation of the Fluid Film due to the impinging of the VOF mixture
on the pipe wall

. Development of a 3D VOF liquid phase and corresponding conden-
sation of the vapour phase on it

Along with the equations (1)-(2) the condensation process in the VOF
multiphase model is based on the assumption that both evaporation and
condensation are hydrodynamically limited, that is the driving force is
the diffusion of species happening at the free surface interface to which
the species are in equilibrium. The condensation rate for the phase i, at
the interface, is defined as

Yy

pngi_afF
My = — €)
1- Zj Yz.i

where D, is the diffusion coefficient and Y* the component mass fraction.
It can be seen that the condensation is calculated to happen mainly in
the normal direction, which is shown by the normal derivative of the
mass fraction at the numerator. This justifies the importance of using
higher prism layers to ensure sufficient precision for the condensed
component to be resolved along the surface of interest. As can be seen,
energy doesn’t come into play for the VOF condensation model.

2.4.1.1. Fluid film. The Fluid Film model was then implemented to
simulate the formation of the fluid film itself, acting as the first step of
the condensation process. This model makes use of a custom surface
named shell region which in the present case is going to be defined as
coherent with the pipe wall. This region is then interfaced with the
background VOF region and gives rise to the formation of the fluid film
itself after the interaction with the air/vapour phase. The formation of
the fluid film is regulated by its own mass conservation equation

0 Sy
6_t/v pde+/A pfvfada:/v h—de (€))
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Fig. 6. Wall-y" values on the pipe wall.

where the resolution of this equation leads to the calculation of the
fluid film thickness h;. Alongside eq. (4) are the momentum, energy and
species mass conservation equations. Since the flowing gas is simulated
in turbulent conditions, the same is done for the fluid film. The turbulent
fluid film model solves for the wall shear stress and the film surface
velocity. For these two the following definition is used

y' 0<y<hp,
()

ut = 1
Eln(y+) +C hm<y<s

where k, C are constants, § represents the fluid film thickness, h,, is
the film thickness corresponding to the point of intersection between the
two parts of the equation and y is the coordinate in the normal direction
to the film flow direction. Additionally, the turbulent viscosity model
solves for the thermal conductivity and mass diffusivity. The model
herein implemented is the Mudawwar model [39] that was formulated
for films moving under gravity effects, that are regulated by the
following equation
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for each component the mass flux conservation at the gas/film interface
leads to

dYy;

Y (V _ h) _ /)Di% =Y, (Vf — h) */)fo.iW ’ )

where to the left is the gas side and to the right the film side. The term
v is the normal component of the velocity and h the change of rate of the
film thickness, so that the first term of each difference depends on
convective terms and the second on diffusive terms. Equation (7) is valid
below saturation conditions. Combined with the total mass flux con-
servation (dependent only on the v —h term), it is possible to obtain a
formulation of the vapour mass fraction Y; (dependent on Raoult’s Law
for the partial pressures) so that the evaporation rate for each compo-
nent can be expressed as

. : dy;
m,; = _Pthi_PDiE ®
where 7pffi =m,, and it is assumed that the species distribution in
the fluid film is constant. Equation (8) is valid for condensation too, for
which it is enough to change the sign, and which is valid for all condi-
tions. Apart from the hydrodynamic effects described by the previous
equations the fluid film evaporation/condensation can be influenced
also by thermal effects. This contribution is taken in account by
combining equation (8) with an interfacial heat flux leading to the
expression for the total evaporation rate

Q, + XA oD o
my = N @,
S AR DAL
where Q, is the evaporation heat flux defined as 3" AH;®m,; and H®
the evaporation enthalpy for the i phase.

2.4.1.2. Resolved fluid film model. To take in account the progression of
the condensation process that leads to the evolution of a 3D liquid phase
from the fluid film, use is made of the Resolved Fluid Film model. This
model permits the passage from a bidimensional surface of the fluid film
to a 3D liquid phase in the VOF background region. Given the interface
grid cell, its volume fraction is calculated as

_ Yvor + Viim

(10)
Vcell

Qp

where Vyor is the volume of the VOF phase, Vj, the volume of the

t

where K is a constant, Re;; the critical Reynolds number. For this
latter parameter, two formulations are at disposal for the form Re’:>, one
in the case of heating and one for evaporation/condensation. With the
present case mainly focused on the condensation/evaporation, the
calculation of the critical Reynolds number will be defined as Re’> =
0.04/K,%38, with K, being the Kapitza number defined as (u*p)/(pc®).
This model fundamentally develops a profile for the ratio u/p, fitted to
the bulk region of the film, for which data derive from the work of Ueda
[40]. The same profile is then modified with a Van Driest damping
function with the final form as equation (6).

When condensation comes into play, the vapour pressure of each
component depends on the concentration of the component itself in the

mixture. Linked to the vapour pressure is the evaporation rate, so that,

2 172 0.865Re%3\ 1°
e rorers (5 < foem( (7)) - (- 2257

film phase and V,; the volume of the cell itself. At this point a threshold
value arrans is defined, with values between 0 and 1, so that for 1 the cell
is filled with a VOF phase and for O it is filled with a film phase. The
values of ay, are constantly compared to that of arrans o that two cases
are possible.

e ay > arrans, then the film phase is converted in a VOF phase
e ap < arrans, then the VOF phase is converted in a film phase

For both cases the mass flux from one phase to the other is regulated
by
. m
m= (ah_aTRANS).? 11)

where m is the phase mass available to be transferred and r is the
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time scale of the order of the timestep. The sign for equation (11) is
positive for film— VOF transfers, i.e. the first case above. As shown in the
work of Jouhara et al [41], the effect of the surface tension is a
mandatory parameter to be taken into account for a realistic behaviour
of bi-phase systems. The effect of the surface tension is implemented for
both the VOF and the film regions. For both regions the surface tension is
divided into the normal and the tangential components, but the defini-
tions are slightly different for each component. The normal component
for the VOF is defined as

fon=ockn= —0oVe < ve; >Val— (12)

[Vay|

where ¢ is the surface tension coefficient, x the mean curvature of the
free surface and n the normal vector to the surface. The second form
derives from the continuum surface force (CSF) model [42] for which
the normal vector can be defined as n = Va;. For the film then it is
defined as

fu.n =PpsN = — aG(V?hf)n (13)

where p, is the capillary pressure, a is a non-dimensional scale factor
and VZh; approximates the surface curvature of the liquid surface.
Moving to the tangential component, the VOF region is defined as

12
fox =5t = (V0| Vay as

where t is the unit vector in the tangential direction to the free surface.
The second form is obtained similarly for equation (12) with the CSF
model. This term becomes important when the surface tension coeffi-
cient varies along the surface, for example due to temperature differ-
ences. For the fluid film the definition is as follows

7, = bo(1 — cosd) Va (15)

where b is an empirical parameter,  is 1 if ¢ > h¢ i (With the latter
arbitrarily chosen by the user) and O elsewhere and finally ¢ is the
contact angle.

The last element to be taken into account is the pressure variation in
the fluid film due to the gas streamlines over its surface. The net force
resulting from this is called Drag Form Force. This is defined by the same
name model with the addition of the following equation
f7 = Cony*A (16)

where Cp is the drag coefficient and A is the cross-sectional area
between the flowing gas and the fluid film. This equation is added to the
momentum equation of the fluid film, while it is neglected for the gas
phase.

The working scheme in Fig. 7 summarizes the coupling of the
implemented models for the condensation process. Starting from (1) the
air/vapor mixture enters the system, but since initially there is no VOF
water phase it follows (2). In (2) the film condensation process is shown.

(2) No Yes
Qp > ATRANS

Fluid Film Thickness h

Resolved
Fluid Film

Fluid Film
Condensation

Film Shell Region —< + VOF H,0y44

1) No

Yes VOF
o - g .
VOF H,0 Vapour —~| 3 Hy 0y (4 D VOF H;0454

Fig. 7. Working scheme for the condensation process.
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In the beginning the VOF vapor interacts with the film shell region and
the film thickness is developed through the condensation process as the
combination of equations (8)-(9) leading to the calculation of h with
means of equation (4). Then, while the fluid film thickness varies during
the film condensation process it is checked if the condition required by
the resolved fluid film (ap > arrans) is met. In the beginning of the
process the result is more likely to give way to no, so the film conden-
sation progresses. With the development of the calculation the fluid film
thickness h is expected to reach a value for which a, > arrans is ob-
tained, so the resolved fluid film model generates a VOF liquid phase
regulated by equation (9). At this point the condition requested by the
black rectangle in (1) is met, so the VOF vapor phase can condensate on
the newly formed VOF liquid phase (3) by means of equation (3).

2.5. Physical domain and boundary conditions

As previously stated, the proposed methodology aims to simulate the
external pipe wall condensation in the simplified infinite tube configu-
ration, derived from an actual heat exchanger. The gas stream is
modelled as a VOF mixture composed of air and vapor, respectively 0.9
and 0.1 of the total mass fractions. The gas enters with an initial tem-
perature of 85°C and 17 kg/s, with the outlet section defined as a
pressure outlet. The gas mass flow was derived from the turbulent mass
flow profile of the complete system, appropriately scaled with the ratio
of the reduced flow cross-sectional area and the wider original one. The
pipe, as shown in Fig. 2, is void of any coolant fluid flowing inside it. To
replicate the actual heat transfer the pipe wall was simulated with a
convection thermal specification that specifies the convection thermal
flux across the boundary in W/m?. With this specification is possible to
specify a Heat Transfer Coefficient, herein chosen as being 600 w/m’K,
which is an average value perfectly suitable for most applications
regarding heat exchangers [43]. Based on the Courant number the
timestep was set as 0.7 ms. It can be argued that the selected size is
surely inadequate to properly simulate density phase changes in this
case, but this is based on a numerical stability strategy that aims to
maintain “high” timestep sizes combined with stronger stabilization
techniques, such as the use of the SIMPLEC algorithm instead of the
standard SIMPLE algorithm, a finer AMG solver convergence criterion.
To further stabilize the simulation, the heat of formation shift technique
was adopted, where the heat of formation energy is all shifted to the
water phase in the fluid film or the VOF phase, and put to 0 for the vapor
phase. Physically it corresponds to assigning all the heat of formation
only to one of the two component phases in the condensation process. By
doing so the heat of formation for the water phases is set to —2240 kJ/
kg. For the fluid film then, the initial conditions were set basically as for
an initially dry wall, so the initial thickness is put equal to zero. The
initial dry wall approach is meant to stabilize the calculation in the first
seconds where the wall is defined as perfectly dry since the fluid film is
still to be formed. To do so the nucleation density is raised reasonably
with values that can be varied between 108-10'2 /m? (where obviously
the higher the nucleation density the higher the condensation output).
Unfortunately, these values should be evaluated by experimental results,
but since it is not always possible to obtain such parameters, an
empirical value is frequently used to properly set up the condensation/
evaporation intensity to reach the expected experimental results. In the
present case, a maximum value of 10'2 /m? for the nucleation density
was fixed. Various investigations shown that values below 10'° /m?
would always produce an insufficient condensate quantity, so the
maximum value was chosen. By doing so the simulation was assured to
be stabilized in the first dry wall moments and if the output would result
in an exceeding production of condensation, it could be simply tuned by
means of the under-relaxation factors (URF). Also, by proceeding with
the fixation of the parameters with the most uncertainty derived by the
amplitude of the interval of values the URFs of the condensation models
(film and VOF) become the sole tuning controls of the process. The
simulation was run on a supercomputer with 9 core and 468 logical
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Fig. 8. Simplified scheme of the condensation on an actual pipe and the geometry of the reference section for the present paper.

processors, and the simulation was run for approximately 48 h until a
statistically stationary condition was met.

2.6. Validation of the results

To validate the results from the simulation data average values of the
condensed water collected were calculated based on the actual geome-
try. In Fig. 8 the actual pipe geometry is shown. It must be noted that in
the actual heat exchanger three parallel pipes are employed as shown in
Fig. 1. To be clearer the pipe shown in Fig. 8 is the central pipe visible in
the inside of the CAD model on the right of Fig. 1.

The reference section in pink, corresponding to the vertical section of
the simulated geometry, is indicated as the first feature of the pipe on the
path of the hot air/vapour stream. The hot stream is represented in Fig. 8
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with the yellow arrows. Also, the condensation scheme is evidenced in a
simplified manner. As already explained in the previous Physics sub-
section, condensation starts by forming on the vertical tubes. Once the
condensed water is sufficiently heavy gravity draws it down, in the
actual geometry collecting on the lower curves. Once the condensed
volume is sufficient it detaches from the surface by forming a drop and it
is collected at the bottom of the geometry. During 60 s of the working
period the actual heat exchanger produced a total of 0.17 L. From the
ideal hypothesis of a homogeneous distribution of the condensate pro-
duction on one of the three pipes, the value of 4.5 mL is found for one
single vertical section. This value is considered as the target to which the
results are going to be compared.

3.75e-06

2.81e-06

1.87¢-06

Fluid Film Thickness (m)

9.37e-07

1.92¢-13
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Fig. 9. Evaporation Rate (a) and Thickness (b) for the fluid film.
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3. Results and discussion

The results shown in this paragraph were all obtained after a sta-
tistically stationary condition was recognized, and so the simulation was
stopped after 120 s. The results herein presented are divided between
the fluid film results, referring to the shell region calculations, and then
on the background results, which means all the results that refer to the
VOF region correspond to the volume shown in Figs. 2-3, where the
condensed water phase can be traced. Finally, the condensed water
phase, namely the VOF liquid phase, is characterized in terms of tem-
poral behaviour and the quantity collected over a period of 60 s is
compared with the experimental results.

The two main results of interest for the fluid film region are reported
in Fig. 9. In (a) the condensation/evaporation rate is shown. Since in
Star-CCM + the Evaporation Rate works for both condensation and
evaporation, the sign distinguishes between the two. In this case the
evaporation zones (>0) are neglectable and confined to very small spots
on the right, which may be identified by the dark red colour. Otherwise,
the condensation rate (<0) covers the whole shell region. Referring to
the values in the label, the left side is characterized by higher values of
condensation rate that tend to a lower progression to the right side.
From this it can be deduced that the film is produced by the condensa-
tion of the vapor impinging on the pipe’s surface on the left side, being
the side of the impingement, while on the right the red shade corre-
sponds more or less to a null rate. Moving to Fig. 9 (b) the fluid film
thickness is reported. First, the thickness per se in the vertical configu-
ration is very small of the order of micrometres with the highest thick-
ness of 3.75e-6 m. The distribution of the film is easily identified, being
all concentrated on the left side. Contrary to the scalar rate figure in (a),
the fluid thickness label shows that the fluid film is not homogeneously
distributed on the left side but presents a rough distribution, where
traces of shear forces due to the flowing gas are easily identifiable, being

Fig. 10. Communication threshold for..orgrans = 0.1
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lighter in colour.

In Fig. 10 then we move to the connection between the film and the
VOF regions. As pointed out in the theory section, to develop a 3D
condensed water phase starting from the fluid film it is necessary to
make use of the Resolved Fluid Film model. Here the transfer of the phase
is regulated by the arrans threshold value. The passage between the
phases can be traced by the definition of a threshold of the same value of
arrans by means of the volume fraction quantity. The result shown in
Fig. 10 is this threshold. It shows that the water VOF phase develops
from all the surface of the pipe, with the exclusion of some spots on the
left side that correspond exactly to the fluid film portions. This relation
becomes obvious when remembering equation (10), that states which
can exist at the same instant in the first cell on the shell-background
interface can be only one of the two models, VOF or Film.

While the threshold result in Fig. 10 provides an idea of the gener-
ation of the VOF liquid phase, it is not sufficient to locate the phase itself.
So, in Fig. 11 the volume fraction for the liquid water is reported, with a
little transparency to show the internal values, since a 3D visualization
of the volume fraction would render everything with the superficial low
values of the volume fraction itself. A detail is also reported for the upper
corner of the condensed phase where the narrow depth of the water VOF
phase is easily seen, that doesn’t exceed 0.9 mm. Similar to the
threshold, and coherently with the fluid film results, the volume fraction
distribution is substantially concentrated on the right side, while on the
left side few spots with a low concentration of water are visible.

To further investigate the axial asymmetry of the distribution of the
condensed phases, the velocity field is investigated. In Fig. 12 a cross
section of the velocity field is reported. Here is clearly visible the high
gradient that forms in correspondence of the top of the pipe’s curve. This
strong velocity gradient, along with the effect of the convective shear
stress generated by the flowing gas onto the pipe is believed to lead to
the asymmetrical distribution of the phases, with the film on the left and
the VOF on the right.

Finally, the VOF water phase mass was monitored to validate the
present simulation with data at disposal from the experiment The reason
behind the mass tracking instead of a volume tracking is due to the
numerical uncertainties that may affect the volumes. This may happen
when rapid phase densities change in small portions of the system, while
mass monitoring instead is assured by means of the fulfilling of the
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Fig. 11. Volume Fraction of the condensed water.
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continuity equation. Fig. 13 then shows the evolution of the condensed
water VOF phase. The monitoring was realized by the volume integral of
the following expression

17

Yiater ® Pwater ® Cwater

where Y4 is the mass fraction of water, needed to identify the
phase defined in the multi-component liquid (1 in this case being all
water), p,,..- the density of the water phase and @, the volume fraction
of the water phase. The water phase appears around 1.3 s of simulation
and rises until it reaches the order of 0.1 mg. Then it oscillates, being
always confined in the 0.1-0.12 mg range. This behaviour is maintained
stably all the way during the simulated time. These oscillations indicate
that there is a dynamic equilibrium between the fluid film and the VOF
water phase, where the evaporation phenomenon is not taken into ac-
count due to its very small values and the negligible spots visible in
Fig. 9 (a).

From the experimental usage of the actual heat exchanger, 0.17 L/
min of collected water is estimated for a whole working day. From this,
dividing by the vertical sections and the curves (each corresponding to
approximately half of a vertical section length), a value of 4.5 mL/min is
obtained. This theoretically corresponds to the vertical section used in
this paper. To obtain the calculated mL/min via simulation the following
formula has been used

Myar

° 60 (18)

where m,, is the average liquid water mass [kg], t the cycle period
[s] and 60 is the conversion to minutes. The temporal portion corre-
sponds to a 60 s time period along the plot in Fig. 13 during the statis-
tically stationary period.

The comparison between the experimental value, obtained as
mentioned in the “Validation of Results” subparagraph, and the nu-
merical prediction is shown in the bar plot in Fig. 14. As previously
mentioned the experimental value was obtained as an average value
considering a 60 s time of nominal functioning of the heat exchanger,
which led to the value of 4.5 mL/min. The numerical value was then
obtained by applying equation (18), and this led to the value of 4.18 mL/
min. By comparing the two values an underestimation of 7% in respect
to the experimental values is reported.

4. Conclusions

In the present paper the external condensation on a pipe was
investigated by developing a novel CFD methodology in Star-CCM + for
a detailed condensation process. The geometry was obtained from a
symmetrical simplification of an actual vertical section of a cooling pipe
from an existing heat exchanger. The incoming hot gas was character-
ized as a multiphase mixture with mass fractions of 0.9 for air and 0.1 for
water vapor using the VOF multiphase model. The pipe was simplified
with a constant heat transfer coefficient. The overall condensation
process is the result of the coupling of three different models, each
simulating a different step of the wall condensation in a vertical
configuration.

The overall results can be summarized as follows.

The fluid film is found to form specifically at the left side of the pipe,
i.e. the first part of the pipe on which the hot gas mixture impinges.
The fluid film instead of a homogeneous distribution on the wall
shows signs of dragging to the right side due to the gas flow. The
maximum film thickness obtained was in between of 3 to 4 pm.
The Resolved Fluid Film model generates the water phase effectively.
Its role is made evident by the threshold iso-surface (as shown in
Fig. 9), where the threshold iso-surface is generated being equal to
the transitional volume fraction.

e The condensed phase, coherently with the transitional iso-surface,
accumulates mainly on the right side of the pipe wall. This
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phenomenon is found to be linked with the velocity field of the gas
stream, where the flow along the surface of the pipe evidently breaks
the fluid film surface homogeneity.

e The VOF water phase starts being created around 1.3 s and rises until
it reaches the 0.1 mg order of magnitude. Then the mass monitoring
shows a dynamic oscillation that endures for all the simulated 120 s.
These oscillations, always confined in the 1.0-1.2 mg range, are
small in entity and their repetition shows the reaching of a statisti-
cally stationary condition.

e The comparison with the experimental estimation shows that instead
of the expected 4.5 mL/min a value of 4.18 mL/min was obtained,
thus reporting an error of 7%.

The methodology presented is demonstrated to be a valuable tool to
predict the condensation process on the outside of a pipe wall, and as far
as the authors know, represents also a novelty in the literature of
condensation in heat exchangers. With the small difference in terms of
the calculated condensed phase, in future work other condensation
models may be implemented, specifically those models that rely on
temperature gradients instead of only concentration gradients as with
the VOF condensation model. This way, the difference (although low)
may be corrected. Also, the use of other multiphase models may be used
to investigate the detachment of the condensed phase by means of a
model that may include droplet modelling, as for example the dispersed
phase model, even though this would require a different methodology
method apart from the VOF model which is the one implemented here.
Finally, the extension to an actual case, maybe the complete heat
exchanger geometry will be a task to fulfil to move onto a better
agreement between simulated and experimental data. In this case topics
of interest will surely be the spatial distribution of the condensation
models, to investigate if they agree with the experimental data. Finally,
the possibility to implement the fluid film condensation model to be
linked in a cross region heat transfer condition such as the liquid — pipe —
gas case of a condenser is a topic to be investigated.
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