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ABSTRACT

In this response to Granberg et al. (2024), I explain my reasons for using the Flesch Reading Ease,
Flesch-Kincaid, Gunning Fog, SMOG and Dale-Chall readability scores in Hengel (2022). 1 also
identify several errors in textstat, the program Granberg et al. (2024) use to calculate their scores.
After correcting these errors, textstat’s gender readability gaps and p-values for the Flesch Reading
Ease, Flesch-Kincaid, Gunning Fog and SMOG scores are very similar to those reported in Hengel
(2022). textstat also generates Dale-Chall gender readability gaps that are 62-79 percent of the
Dale-Chall estimate from Hengel (2022) and remaining variation is entirely due to differences in the
familiar word lists used by each program (e.g., textstat omits words such as “men’s” and “women’s”
that are disproportionately found in female-authored papers). Meanwhile, Granberg et al. (2024)’s
alternative scores either generate similarly-sized readability gaps or have been shown to be less
powerful predictors of reading comprehension in adult reading material. I conclude by noting that
Hengel (2022) neither relies on nor claims to rely on an assumption that readability scores predict

scientific quality.
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1 Introduction

Granberg et al. (2024) replicate Hengel (2022) using 34 readability measures. They claim to “[uncover]
that the measures used by Hengel were extraordinary in terms of their level of significance” (p. 10). In this
response, I further explain my reasons for using the Flesch Reading Ease, Flesch-Kincaid, Gunning Fog,
SMOG and Dale-Chall scores to proxy for text readability. I also identify several errors in textstat, the
program Granberg et al. (2024) use to calculate their readability scores. Once these errors are corrected,
both textstat and Textatistic (the program employed by Hengel (2022)) generate very similar gender
readability gaps. The size and significance of the gaps reported in Hengel (2022) are also very similar to

gaps estimated using comparable alternative scores from textstat.

As discussed in Section 2, Hengel (2022) includes the Flesch Reading Ease and Dale-Chall scores because
they have repeatedly been shown to be the most powerful predictors of reading comprehension in adult
reading material (see, e.g., Carver 1974; Caylor 1973; Danielson and Bryan 1963; Farr et al. 1951;
Harrison 1980; Klare 1963; Powers et al. 1958). I added the Flesch-Kincaid and Fog scores because
both are popular in economics and finance research—indeed, the Fog index “is one of the most popular
readability measures across all fields and it also appears to be the measure of choice in financial research
in particular” (Loughran and McDonald 2016, p. 1645). For added robustness, I further included the
SMOG score; in contrast to the other scores, it is entirely a function of vocabulary complexity, which
has been shown to be one of the most important components for predicting text readability (see, e.g.,
Chall and Dale 1995, pp. 61-65).

After identifying and correcting several errors in textstat’s methods and formulas (Section 3), I find
that the gender gaps and p-values for the Flesch Reading Ease, Flesch-Kincaid, Gunning Fog and SMOG
scores from Hengel (2022) are very similar to the gaps estimated using comparable scores produced by
textstat—i.e., scores that determine vocabulary difficulty by counting syllables and words with three
or more syllables. textstat also generates Dale-Chall gender readability gaps that are 62-79 percent
of the size of the Dale-Chall estimate from Hengel (2022). Remaining variation is due to differences in
the familiar word lists used by each program—and especially the fact that textstat omits several words
such as “men’s” and “women’s” that are disproportionately found in female-authored papers. When I
reproduce these scores using a list that combines words from both programs, I find gender gaps that are

almost identical to the gap reported in Hengel (2022).

As discussed in Section 2, the remaining scores analysed in Granberg et al. (2024) have been shown to be
less powerful predictors of reading comprehension in adult reading material, especially in comparison to
the Flesch Reading Ease and Dale-Chall formulas. For example, the Spache readability scores rely on a
vocabulary complexity component that converges to a constant as text difficulty increases beyond the US
eighth-grade level (Harrison 1980), the Wheeler-Smith formula was developed specifically for texts read
by primary school-aged children (Wheeler and Smith 1954), and the Scrabble score is not a readability
score at all (Benoit 2024). Because these scores are less predictive of readability in advanced texts, they
introduce additional classical measurement error relative to the scores analysed in Hengel (2022). As
a result, their corresponding gender gaps are generally smaller, although they are almost always in the
same direction and frequently even statistically significant at traditional thresholds.

Granberg et al. (2024) concludes that “readability scores are poor predictors of scientific quality” (p. 8)
based on low correlations between the 34 readability scores they analyse and article citations. While this
may be the case, I fail to see the relevance it has to their paper, which they claim is a replication of the
main results in Hengel (2022). Hengel (2022) only evaluates the relationship between author gender and
abstract readability conditional on paper quality, as proxied for by citations. It does not rely on—nor

does it claim to rely on—an assumption that readability predicts scientific quality.

The remainder of this paper proceeds in the following order. Section 2 discusses the reasons why Hengel



(2022) proxies for readability using the Flesch Reading Ease, Flesch-Kincaid, Gunning Fog, SMOG and
Dale-Chall scores. In Section 3, I describe the differences between textstat and Textstatistic. I
also identify several errors in textstat and one error in Textstatistic. Section 4 reproduces Hengel
(2022, Table 3, columns 5 and 9) using the 34 readability scores presented in Granberg et al. (2024) and
corrected for the errors identified in the previous section. Section 5 clarifies that Hengel (2022) does not

rely on an assumption that readability predicts scientific quality. Section 6 concludes.

2 Choice of readability scores in Hengel (2022)

Hengel (2022) includes the Flesch Reading Ease and Dale-Chall scores because they have been repeatedly
shown to be the most powerful predictors of reading comprehension in adult reading material (see, e.g.,
Carver 1974; Caylor 1973; Danielson and Bryan 1963; Farr et al. 1951; Harrison 1980; Klare 1963; Powers
et al. 1958). For example, Powers et al. (1958) compared the Dale-Chall, Flesch Reading Ease, Gunning
Fog, and the Farr-Jenkins-Paterson scores. They concluded that the Dale-Chall and Flesch formulas
were more powerful and precise than the other two formulas. Carver (1974) conducted a comprehensive
analysis of numerous readability scores—including the RIDE, ARI, SMOG and FRY scores—and found
“that the Flesch and Dale-Chall are the most valid readability formulas available” (p. 18).

Hengel (2022) additionally includes the Flesch-Kincaid and Fog scores. Both scores are popular in
economics and finance research and have been used by policy-makers to identify unclear writing. For
example, the U.S. Securities and Exchange Commission used both scores (in addition to the Flesch
Reading Ease score) to benchmark readability in financial disclosure forms (Cox 2007). Loughran and
McDonald (2016) review of the use of readability scores in finance and accounting research and conclude
that the Fog index “is one of the most popular readability measures across all fields, and it also appears

to be the measure of choice in financial research in particular” (p. 1645).!

For added robustness, Hengel (2022) also includes the SMOG score. Most classical readability indices
consist of two measures: one capturing sentence structure and another capturing word structure. In
contrast, the SMOG score is a function of vocabulary complexity alone, which has been shown to be the

more important component for predicting text readability (see, e.g., Chall and Dale 1995, pp. 61-65).

Table 1 lists economics and economics-adjacent research papers that analyse readability using a classical
readability score and are cited in Hengel (2022, Appendix D1 p. 1) or Loughran and McDonald (2016).
With the exception of Thorngvist (2015) and Lewis et al. (1986), all papers analyse a subset of the scores
included in Hengel (2022).

Although T never considered including in Hengel (2022) the additional scores analysed in Granberg et
al. (2024), almost all either generate similarly-sized gender readability gaps (see Section 4) or are less
powerful predictors of reading comprehension in adult reading material (especially in comparison to the
Flesch Reading Ease and Dale-Chall formulas). In particular, the Spache readability scores rely on a
vocabulary complexity component that converges to a constant as text difficulty increases beyond the US
eighth-grade level (Harrison 1980); it therefore struggles to discriminate text difficulty in more advanced
materials (Flesch (1943), as cited in Dale and Chall (1948)).? Similarly, simplified readability measures
that proxy for vocabulary complexity using counts of monosyllabic words or letters per word—including

the ARI, Danielson-Bryan and Coleman scores—have consistently proved less valid on advanced reading

1The Gunning Fog Index differs from the Flesch Reading Ease and Dale-Chall scores in that it proxies for vocabulary
difficulty by counting the number of words with three or more syllables in a passage of text. Gunning (1968) justifies this
decision as follows (p. 36). “Among the 1,000 words E. L. Thorndike, the noted educator, found to be used most often,
only 36 are of more than two syllables. In Dale’s list of 3,000 most familiar words, only one out of 25 is of more than three
syllables. On the other hand, among words beyond the 20,000 most often used, two out of every three are of three syllables
or more.”

2Spache readability scores measure vocabulary complexity by counting words on the Dale (1931) list of 769 words
well-known to children 6 years and younger.



Table 1: Readability scores used in research in economics and economics-adjacent fields

Study Readability scores
Biddle et al. (2009) Fog
Enke (2020) Flesch Reading Ease

Flesch Reading Ease,

Jansen (2011) Flesch-Kincaid

Law and Zaring (2010) Flesch-Kincaid

Lawrence (2013) Fog

Lehavy et al. (2011) Fog
Dale-Chall, Flesch Reading

Lewis et al. (1986) Ease, Fog, LIX, Kwolek, Fry
Graph

Li (2008) Fog

Loughran and McDonald (2014) Fog

Lundholm et al. (2014) Fog

Miller (2010) Fog

Spirling (2016) Flesch Reading Ease

Thorngvist (2015) LIX

Note.  Economics and economics-adjacent research papers that analyse read-

ability using a classical readability score and are cited in Hengel (2022, online
appendix D.1, p. 1) or Loughran and McDonald (2016). Scores created by the
authors of the cited paper are excluded—e.g., in addition to analysing readabil-
ity using the Fog index, Miller (2010) created and analysed a new readability
measure he called the "Plain English Index”.

materials compared to scores that match words to the Dale-Chall list or count syllables (see, e.g., Carver
1974; Caylor 1973; Danielson and Bryan 1963; Farr et al. 1951; Harrison 1980; Powers et al. 1958).3

Finally, the Scrabble measure reported in Granberg et al. (2024) is not a readability score at all. This
measure averages the Scrabble scores of all words in a passage of text; its authors caution that “There
is no reference for this [score], as we created it experimentally. It’s not part of any accepted readability
index!” (Benoit 2024).

3 Differences between textstat and Textatistic

Granberg et al. (2024) use the textstat program to calculate readability scores whereas Hengel (2022)
relies on Textatistic. Although both programs generate roughly similar rankings when applying the
same readability formula to a single passage of text, they rarely generate identical scores.* This is largely
due to differences in how each program counts sentences, words, syllables and the number of words on
the Dale-Chall list of familiar words. I describe these differences below.

When applied to the database analysed in Hengel (2022), textstat produces slightly less accurate
sentence counts compared to Textatistic. Although sentence counts matched for the vast majority
of observations (9,048 abstracts), for a small number they did not: for 15 abstracts, Texatatistic
underestimated sentence counts because it failed to count sentences that ended with etc. or et al.; for

54 observations, textstat overestimated sentence counts—sometimes substantially—because it failed to

3Indeed, these measures were never intended to exceed the validity of the Dale-Chall and Flesch Reading Ease formulas
in more advanced materials. The Wheeler-Smith formula was specifically created to evaluate texts read by primary school-
aged children (Wheeler and Smith 1954); the other scores were developed to improve reliability when calculating scores
by hand (Thomas et al. 1975) or to accommodate early computer programs which struggled to accurately count syllables
(Coleman and Liau 1975; Danielson and Bryan 1963).

4For example, the Spearman coefficient of correlation between textstat and Textatistic’s calculation of the Flesch
Reading Ease score is 0.92.



accurately identify sentence boundaries when sentences contained many non-alphanumeric characters or

did not begin with a capitalised letter (e.g., because the sentence was numbered).®

The word counts estimated by textstat and Textatistic differ for 15 percent of observations. Among
them, the average word count is 130 for Textatistic and 132 for textstat. This small discrepancy
appears to be largely due to differences in how each programme counts symbols (e.g., “$”) and number
ranges that include hyphens (e.g., “2015-2020").

Syllable-per-word counts are 12 percent higher in textstat than they are in Textatistic. This is due to
underlying differences in the third-party libraries used by each program. textstat matches words to the
CMU pronunciation dictionary; for words not in the dictionary, it estimates syllable counts using vowel
clusters. In contrast, Textatistic counts syllables using the Python package PyHyphen. PyHyphen is
based on the C library 1ibhyphen, an implementation of the hyphenation algorithm from Liang (1983).°

There are also substantial differences in how Textatistic and textstat identify words on the Dale-Chall
list of familiar words. First, Textatistic follows Chall and Dale (1995) and treats numbers in both digit
(e.g., “77) and written form (e.g., “seven”) as familiar words; in contrast, textstat counts all numbers
in digit form as unfamiliar words. Second, the Dale-Chall word lists used by Textatistic and textstat
do not perfectly overlap: 15-18 percent of words on one list are not on the other.” textstat contains a
wider array of adverbs (e.g., “roughly”) whereas Textatistic contains more comparative and superla-
tive adjectives (e.g., “higher” and “highest”) and irregular verb tenses (e.g., “shown”). textstat also
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omits several words disproportionately found in female-authored papers, including “woman’s”, “man’s”,
b o 147

“women’s”, “men’s”, “wife’s”, “son’s” and “whites”.® To the best of my knowledge, these lists do not

exhibit any other noticeable patterns.

Finally, textstat’s formulas for the Bormuth GP, Bormuth MC, Fog NRI, Fog PSK and SMOG C scores

contain errors. Table A.1 in Appendix A describes these errors and reproduces the corrected formulas.

4 Replicating Granberg et al. (2024) with corrected textstat

Tables 2 and 3 reproduce Hengel (2022, Table 3, columns 5 and 9) using the 34 readability scores presented
in Granberg et al. (2024, Tables A2 and A4). Dale-Chall scores in columns (2)—(3) are calculated using
textstat’s Dale-Chall word list; scores in columns (4)—(5) combine textstat’s and Textatistic’s Dale-
Chall lists. To calculate each readability score, I use the formulas applied by textstat, corrected to
account for the errors identified in Appendix A. Counts of characters, words, syllables, etc. are also from
textstat with the following two exceptions: (i) I manually adjusted sentence counts to correct for the
errors described in Section 3; (ii) following Chall and Dale (1995), I also count numbers in digit form as
familiar words.

Dale-Chall gender readability gaps range between 0.054—0.060 in Table 2 and 0.109-0.128 in Table 3
(columns (2)—(3)). These estimates are 62-79 percent of the size of the Dale-Chall estimate from Hengel
(2022) as reported in standardised form in Granberg et al. (2024).° The remaining variation is due to

Stextstat uses a modified version of the function str_split_boundaries from the R package stringi to split strings at
sentence boundaries. This function appears to be sensitive to non-alphanumeric characters and instances where sentences
do not begin with a capitalised letter.

6Liang (1983)’s algorithm is used by TEX’s typesetting system and most open source text processing software (including
OpenOffice) to identify where to hyphenate words when split over two lines. Using hyphen locations to identify syllables
provides a highly accurate and consistently calculated estimate of syllable counts even for words not included on the CMU
word list.

"Textatistic and textstat contain 8,490 and 8,133 unique words, respectively. 1,545 words on Textatistic’s list are
not on textstat’s and 1,188 words on textstat’s list are not on Textatistic’s. Counts were determined after words were
converted to lower-case and all fullstops, hyphens and apostrophes were removed.

8Bizarrely, textstat includes “husband’s” and “daughter’s”. (Textatistic includes all of these words.)

9As Granberg et al. (2024) does not report a standardised estimate of the readability gap corresponding to Table 3,
column (9) in Hengel (2022), I estimated it myself by running the exact same specification but using a standardised measure



Table 2: Replicating Granberg et al. (2024), Table A2 with corrected textstat

Dale-Chall words Dale-Chall words from
from textstat textstat + Textatistic
Readability score Coefficient Standard Coefficient Standard N
on female error on female error

More sophisticated measures of vocabulary difficulty
Counts of words on the Dale-Chall list

Dale-Chall 0.0601 (0.0446) 0.0772 (0.0464) 9,117
Dale-Chall (old) 0.0537 (0.0467) 0.0738 (0.0492) 9,117
Dale-Chall PSK 0.0581 (0.0453) 0.0769 (0.0475) 9,117
Syllable counts
Flesch 0.1091** (0.0414) 9,117
Flesch-Kincaid 0.0913** (0.0440) 9,117
Flesch PSK 0.1068** (0.0415) 9,117
Strain 0.0639 (0.0479) 9,117
Counts of words with 3+ syllables
Fog 0.1189***  (0.0401) 9,117
Fog NRI 0.0729 (0.0459) 9,117
Fog PSK 0.1233%%*  (0.0396) 9,117
Linsear Write 0.1168***  (0.0395) 9,117
nWS 0.0819* (0.0428) 9,117
nWs 2 0.0884** (0.0411) 9,117
nWsS 3 0.1330%**  (0.0390) 9,117
nWS 4 0.1202%%*  (0.0399) 9,117
SMOG 0.1163***  (0.0433) 9,117
SMOG C 0.1163***  (0.0433) 9,117

Cruder measures of vocabulary difficulty

Letter counts

ARI 0.0453 (0.0437) 9,117
Bormuth MC 0.0270 (0.0247) 9,117
Bormuth GP 0.0105 (0.0086) 9,117
Coleman-Liau ECP 0.0185 (0.0438) 9,117
Danielson-Bryan 0.0488 (0.0412) 9,117
Dickes-Steiwer 0.0487 (0.0463) 9,117
Fucks 0.0450 (0.0477) 9,117
Trankle-Bailer 0.0439 (0.0460) 9,117
Counts of words with 7+ letters
LIX 0.0786* (0.0399) 9,117
RIX 0.0764* (0.0389) 9,117
Counts of monosyllabic words
Coleman —0.0213 (0.0668) 9,117
Coleman C2 —0.0169 (0.0670) 9,117
Farr-Jenkins-Paterson 0.0066 (0.0558) 9,117
Wheeler-Smith 0.0253 (0.0473) 9,117
Counts of words on the Dale (1931) list
Spache 0.0332 (0.0496) 9,117
Spache (old) 0.0342 (0.0498) 9,117

Non-readability measures
Scrabble —0.0698 (0.0659) 9,117

Note. Table reproduces Hengel (2022, Table 3, column 5) using the 34 readability scores presented in
Granberg et al. (2024, Table A2). Readability scores are calculated using counts and formulas from textstat,
corrected to account for the errors identified in Section 3 and Appendix A.



Table 3: Replicating Granberg et al. (2024), Table A3 with corrected textstat

Dale-Chall words Dale-Chall words from
from textstat textstat + Textatistic
Readability score Coefficient Standard Coefficient Standard N
on female error on female error

More sophisticated measures of vocabulary difficulty
Counts of words on the Dale-Chall list

Dale-Chall 0.1276** (0.0563) 0.1557** (0.0582) 5,774
Dale-Chall (old) 0.1093* (0.0584) 0.1425%* (0.0603) 5,774
Dale-Chall PSK 0.1211%* (0.0577) 0.1520%* (0.0597) 5,774
Syllable counts
Flesch 0.1391*%**  (0.0506) 5,774
Flesch-Kincaid 0.1415%**  (0.0466) 5,774
Flesch PSK 0.1449***  (0.0494) 5,774
Strain 0.1209** (0.0450) 5,774
Counts of words with 3+ syllables
Fog 0.1398***  (0.0476) 5,774
Fog NRI 0.1170** (0.0449) 5,774
Fog PSK 0.1404*%%*  (0.0478) 5,774
Linsear Write 0.1362***  (0.0459) 5,774
nWS 0.1195%* (0.0538) 5,774
nWs 2 0.1208** (0.0522) 5,774
nWsS 3 0.1393*%%*  (0.0483) 5,774
nWS 4 0.1400%%*  (0.0477) 5,774
SMOG 0.1347** (0.0510) 5,774
SMOG C 0.1347** (0.0510) 5,774

Cruder measures of vocabulary difficulty

Letter counts

ARI 0.1071%* (0.0437) 5,774
Bormuth MC 0.0296 (0.0254) 5,774
Bormuth GP 0.0008 (0.0005) 5,774
Coleman-Liau ECP 0.0422 (0.0566) 5,774
Danielson-Bryan 0.1085** (0.0459) 5,774
Dickes-Steiwer 0.1117%* (0.0427) 5,774
Fucks 0.1063**  (0.0438) 5,774
Trankle-Bailer 0.1053** (0.0431) 5,774
Counts of words with 7+ letters
LIX 0.1465%%*  (0.0513) 5,774
RIX 0.1389***  (0.0474) 5,774
Counts of monosyllabic words
Coleman 0.0478 (0.0694) 5,774
Coleman C2 0.0627 (0.0709) 5,774
Farr-Jenkins-Paterson 0.1041 (0.0640) 5,774
Wheeler-Smith 0.1081** (0.0506) 5,774
Counts of words on the Dale (1931) list
Spache 0.1049** (0.0502) 5,774
Spache (old) 0.1051%** (0.0497) 5,774

Non-readability measures
Scrabble —0.0293 (0.0691) 5,774

Note. Table reproduces Hengel (2022, Table 3, column 9) using the 34 readability scores presented in
Granberg et al. (2024, Table A3). Readability scores are calculated using counts and formulas from textstat,
corrected to account for the errors identified in Section 3 and Appendix A.



differences in the Dale-Chall familiar word lists used by textstat and Textstatistic: when I reproduce
the three Dale-Chall scores using a list that combines words from both programs (columns (4)-(5) of
Tables 2 and 3), I find a gender difference that is 86-97 percent of the coefficient size from Hengel (2022);

p-values are likewise very similar.

The second and third sets of readability scores shown in Tables 2 and 3 determine vocabulary difficulty
by counting syllables and words with three or more syllables. In Table 2, all but the Strain and Fog
NRI indices are significant at traditional thresholds; in Table 3, all scores are highly significant. The
average effect size and p-value in Table 2 are 0.104 and 0.035; in Table 3, they are 0.133 and 0.011.1°
For comparison, the average effect sizes for the Flesch, Flesch-Kincaid, Gunning Fog and SMOG scores
reported in Hengel (2022) are 0.116 and 0.140; average p-values are 0.032 and 0.011.

As discussed in Section 2, the scores in the second panels of Tables 2 and 3 have generally been shown to
be less powerful predictors of reading comprehension in adult reading material (particularly in relation to
the Flesch Reading Ease and Dale-Chall scores). Among measures that determine vocabulary difficulty
by counting letters or words on the Dale (1931) list of familiar words, gender gaps are always positive.!!
While they are smaller and more noisily estimated in Table 2, they are larger and generally statistically
significant at traditional thresholds in Table 3. Gender gaps are smallest (and even negative in two
instances in Table 2) among measures that determine vocabulary difficulty by counting monosyllabic

words.

In contrast, the gender gap is always positive and significant when the LIX or RIX readability scores
are used as dependent variables. Both scores gauge vocabulary difficulty by counting words with seven
or more letters in a passage of text. Compared to letter counts, monosyllabic word counts and counts
of words on the Dale (1931) list, this may be a more precise proxy for word complexity in advanced
reading materials. As a result, gender gap estimates produced by the LIX and RIX scores may contain
less classical measurement error relative to gaps produced by the other scores in the second panels of
Tables 2 and 3.

The final panels in Tables 2 and 3 show the gender gap in the average Scrabble score among abstracts
analysed in Hengel (2022). These results suggest that abstracts in papers authored by women have
a slightly lower average Scrabble score compared to abstracts authored by men. Because Scrabble
rewards long words and words spelled with uncommon letters—e.g., X and Q—this negative result is
arguably consistent with Hengel (2022)’s general conclusion that female-authored abstracts published in
top economics journals are more readable. Nevertheless, it should be interpreted cautiously: not only
is the gender gap noisily estimated, but the Scrabble score was created experimentally by textstat’s

authors (Benoit 2024) and is not a readability score at all (see Section 2).

Table B.1 (Appendix B) replicates Table 3 but excludes papers published in the American Economic Re-
view Papers & Proceedings (563 observations). On average, gender gaps are smaller (and less significant)
than those shown in Table 3 but larger (and more significant) than those from Table 2. In Appendix C,
I replicate Tables 2, 3 and B.1 using word, character, syllable, etc. counts from Textatistic. Gender

gaps from both programs are very similar.

of the Dale-Chall score from Hengel (2022) as the dependent variable. The coefficient on female ratio from that regression
is 0.16 (standard error 0.06).

101f the Flesch, Flesch-Kincaid, Fog and SMOG scores are omitted, the average effect size and p-value are 0.102 and 0.043
for Table 2 and 0.131 and 0.012 for Table 3.

111n contrast to most other formulas, the Bormuth MP score combines two measures of vocabulary difficulty: one counting
the number of words not on the Dale-Chall list of familiar words and a second counting the number of characters per words
(Bormuth 1969). Because the former term—which is always a number between zero and one (and on average is 0.39 in the
data analysed in Hengel (2022))—is cubed, vocabulary complexity is almost entirely determined by the latter term. (The
average weighted value of the count of characters per words is 0.2 whereas the average weighted value of the number of
words not on the Dale-Chall list of familiar words is 0.01.) Additionally, the Bormuth GP figure should be viewed with
caution—its average value among the abstracts analysed in Hengel (2022) is absurdly high (see Appendix A for further
details).



Figure 1: Bottom half of Figure D.1 in Hengel (2022)

Papers published before 1990 Papers published after 2000
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Citation count (asinh)
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.

Citation count

Flesch Reading Ease Flesch Reading Ease

Notes. These two graphics are reproduced from Hengel (2022, online appendix D.1, Figure D.1, p. 2). They
plot abstracts’ Flesch Reading Ease scores against their articles’ (asinh) citation counts for the samples of papers
analysed in Hengel (2022) (excluding papers published in the AER Papers & Proceedings). The left—-hand graph
includes only articles published before 1990; the right-hand graph includes only articles published after 2000.

5 The correlation between readability and scientific quality

Hengel (2022) evaluates the relationship between author gender and abstract readability conditional
on paper “quality”, as proxied for by citations. It does not rely on—nor does it claim to rely on—
an assumption that readability predicts scientific quality.!> Nevertheless, I did receive several seminar
queries about this relationship, so I included in Hengel (2022)’s online appendix D.1 two graphs plotting
the Flesch score against (asinh) citations: one for the sample of papers published before 1990 and another
for the sample of papers published between 2000-2015. (To conserve space, I omitted the graph for papers
published between these two periods.) I reproduce these graphs in Figure 1.

Figure 1 makes clear that the data analysed in Hengel (2022) are ambiguous about the relationship
between readability and citations. I further emphasise this ambiguity when referencing Figure 1 in the

text (Hengel 2022, online appendix D.1 p. 1):

Evidence from other studies linking readability and citations is, however, weaker (Berniger
et al., 2017; Laband and Taylor, 1992; Lei and Yan, 2016). My own data suggest a positive
relationship in papers published after 1990—and particularly those published post-2000—0but
no relationship before that (Figure D.1).

While T was pleased to learn that Granberg et al. (2024) are exploring the existence and robustness of a
relationship between readability and scientific quality, it is not clear to me how or why this is relevant

to their paper, which claims to be a replication of the main results in Hengel (2022).

6 Conclusions

Granberg et al. (2024) replicate Hengel (2022) using 34 readability measures from the program textstat.
In this response, I explain my reasons for using the Flesch Reading Ease, Flesch-Kincaid, Gunning
Fog, SMOG and Dale-Chall scores to proxy for text readability. I also identify several errors in the
methods and formulas that textstat uses to calculate its scores. After correcting these errors, I find
that the gender gaps and p-values for the Flesch Reading Ease, Flesch-Kincaid, Gunning Fog and SMOG

scores from Textatistic (the program used in Hengel (2022)) are very similar to the gaps produced

121n contrast, Hengel et al. (2024) evaluates the relationship between gender and citations among publications in economics
and finance journals. Their results—which rely on the assumption that (asinh) citations adequately proxy for scientific
quality—suggest that female-authored papers are higher quality than male-authored papers, conditional on publication.



by comparable scores from textstat. textstat also generates Dale-Chall gender readability gaps that
are 62-79 percent of the size of the Dale-Chall estimate from Textatistic; all remaining variation is
entirely due to differences in the familiar word lists used by each program. Meanwhile, the additional
scores analysed in Granberg et al. (2024) either generate similarly-sized gender readability gaps or are

less powerful predictors of reading comprehension in adult reading material.

Granberg et al. (2024, p. 8) conclude by suggesting that “readability scores are poor predictors of
scientific quality”. I fail to understand how this is relevant to a replication of Hengel (2022). Hengel
(2022) evaluates the relationship between author gender and abstract readability conditional on paper
quality, as proxied for by citations. It does not rely on—nor does it claim to rely on—an assumption

that readability predicts scientific quality.
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A Errors in textstat formulas

Table A.1 describes errors in textstat’s calculation of five scores: the Bormuth GP, the Bormuth MC,
the Fog NRI, the Fog PSK and the SMOG C. The second column reproduces the corrected formula, and
the third column describes the original error. The source for the correction is listed in the final column.

I additionally note that the Bormuth GP score should be used with caution. Because several of its terms
are squares and cubes of figures that are not necessarily between 0 and 1 in magnitude, it can produce
difficult to interpret results. For example, the average Bormuth GP score among the abstracts analysed
in Hengel (2022) is 491,625. If interpreted literally, this suggests that the average abstract in that sample
requires almost 500,000 years of schooling to understand.
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B Robustness

Table B.1 replicates Table 3 but excludes papers published in the Papers and Proceedings issue of the
American Economic Review (AER P&P). On average, gender gaps are smaller (and less significant) than
those shown in Table 3 but larger (and more significant) than those from Table 2, which does not control

for tertiary JEL codes and includes all articles in the database analysed in Hengel (2022).!

IThe samples analysed in Tables 3 and B.1 only includes abstracts published after 1990, when JEL codes were substan-
tially revised.



Table B.1: Replicating Granberg et al. (2024), Table A3 with corrected textstat, excluding P&P

Dale-Chall words Dale-Chall words from
from textstat textstat + Textatistic
Readability score Coefficient Standard Coefficient Standard N
on female error on female error

More sophisticated measures of vocabulary difficulty
Counts of words on the Dale-Chall list

Dale-Chall 0.0817 (0.0598) 0.1112* (0.0621) 5,211
Dale-Chall (old) 0.0554 (0.0593) 0.0903 (0.0620) 5,211
Dale-Chall PSK 0.0706 (0.0601) 0.1031 (0.0626) 5,211
Syllable counts
Flesch 0.0795 (0.0475) 5,211
Flesch-Kincaid 0.1035** (0.0464) 5,211
Flesch PSK 0.0907* (0.0471) 5,211
Strain 0.1035%* (0.0471) 5,211
Counts of words with 3+ syllables
Fog 0.0989** (0.0448) 5,211
Fog NRI 0.1000** (0.0460) 5,211
Fog PSK 0.0968** (0.0446) 5,211
Linsear Write 0.0949** (0.0445) 5,211
nWS 0.0495 (0.0484) 5,211
nWSs 2 0.0517 (0.0467) 5,211
nWSs 3 0.0889* (0.0439) 5,211
nWsS 4 0.0983** (0.0447) 5,211
SMOG 0.0962* (0.0502) 5,211
SMOG C 0.0962* (0.0502) 5,211

Cruder measures of vocabulary difficulty

Letter counts

ARI 0.0742* (0.0438) 5,211
Bormuth MC 0.0091 (0.0257) 5,211
Bormuth GP 0.0008 (0.0006) 5,211
Coleman-Liau ECP —0.0206 (0.0529) 5,211
Danielson-Bryan 0.0633 (0.0446) 5,211
Dickes-Steiwer 0.0902** (0.0441) 5,211
Fucks 0.0901% (0.0460) 5,211
Trénkle-Bailer 0.0827* (0.0443) 5,211
Counts of words with 7+ letters
LIX 0.1024** (0.0488) 5,211
RIX 0.1070** (0.0469) 5,211
Counts of monosyllabic words
Coleman —0.0121 (0.0669) 5,211
Coleman C2 0.0044 (0.0698) 5,211
Farr-Jenkins-Paterson 0.0505 (0.0617) 5,211
Wheeler-Smith 0.0833 (0.0520) 5,211
Counts of words on the Dale (1931) list
Spache 0.0663 (0.0548) 5,211
Spache (old) 0.0696 (0.0544) 5,211
Non-readability measures
Scrabble —0.0629 (0.0805) 5,211

Note. Table replicates Table 3 but excludes papers published in the AER P&P.



C Calculating readability using Textatistic

In Tables C.1, C.2 and C.3, I replicate Tables 2, 3 and B.1 (respectively) using word, character, syllable,
etc. counts from Textatistic, the program used to generate readability scores in Hengel (2022). The

resulting gender gaps are very similar to the gaps produced by textstat.



Table C.1: Replicating Granberg et al. (2024), Table A2 with corrected Textatistic

Dale-Chall words Dale-Chall words from
from textstat textstat 4 Textatistic
Readability score Coeflicient Standard Coefficient Standard N
on female error on female error
More sophisticated measures of vocabulary difficulty
Counts of words on the Dale-Chall list
Dale-Chall 0.0620 (0.0444) 0.0789* (0.0462) 9,117
Dale-Chall (old) 0.0562 (0.0459) 0.0760 (0.0486) 9,117
Dale-Chall PSK 0.0603 (0.0449) 0.0788* (0.0472) 9,117
Syllable counts
Flesch 0.1233***  (0.0434) 9,117
Flesch-Kincaid 0.0951** (0.0444) 9,117
Flesch PSK 0.1174**%%  (0.0431) 9,117
Strain 0.0665 (0.0467) 9,117
Counts of words with 3+ syllables
Fog 0.1302***  (0.0449) 9,117
Fog NRI 0.0759 (0.0472) 9,117
Fog PSK 0.1360***  (0.0446) 9,117
Linsear Write 0.1278***  (0.0425) 9,117
nWS 0.1006** (0.0435) 9,117
nWS 2 0.1016** (0.0423) 9,117
nWS 3 0.1497%%%  (0.0441) 9,117
nWS 4 0.1319%%*  (0.0448) 9,117
SMOG 0.1326***  (0.0474) 9,117
SMOG C 0.1326%**  (0.0474) 9,117
Cruder measures of vocabulary difficulty
Letter counts
ARI 0.0494 (0.0434) 9,117
Bormuth MC 0.0316 (0.0244) 9,117
Bormuth GP 0.0106 (0.0087) 9,117
Coleman-Liau ECP 0.0276 (0.0416) 9,117
Danielson-Bryan 0.0531 (0.0416) 9,117
Dickes-Steiwer 0.0511 (0.0457) 9,117
Fucks 0.0444 (0.0476) 9,117
Trénkle-Bailer 0.0468 (0.0456) 9,117
Counts of words with 7+ letters
LIX 0.0809** (0.0400) 9,117
RIX 0.0771%* (0.0394) 9,117
Counts of monosyllabic words
Coleman 0.0511 (0.0633) 9,117
Coleman C2 0.0556 (0.0627) 9,117
Farr-Jenkins-Paterson 0.0691 (0.0522) 9,117
Wheeler-Smith 0.0594 (0.0461) 9,117
Counts of words on the Dale (1931) list
Spache 0.0346 (0.0496) 9,117
Spache (old) 0.0354 (0.0497) 9,117
Note. Table replicates Table 2 but uses count data from Textatistic to calculate readability scores.



Table C.2: Replicating Granberg et al. (2024), Table A3 with corrected Textatistic

Dale-Chall words Dale-Chall words from
from textstat textstat 4 Textatistic
Readability score Coeflicient Standard Coefficient Standard N
on female error on female error
More sophisticated measures of vocabulary difficulty
Counts of words on the Dale-Chall list
Dale-Chall 0.1277** (0.0562) 0.1556** (0.0581) 5,774
Dale-Chall (old) 0.1095* (0.0576) 0.1424** (0.0595) 5,774
Dale-Chall PSK 0.1212%** (0.0573) 0.1519** (0.0592) 5,774
Syllable counts
Flesch 0.1291** (0.0535) 5,774
Flesch-Kincaid 0.1306** (0.0492) 5,774
Flesch PSK 0.1342%* (0.0526) 5,774
Strain 0.1159** (0.0458) 5,774
Counts of words with 3+ syllables
Fog 0.1531***  (0.0493) 5,774
Fog NRI 0.1208** (0.0464) 5,774
Fog PSK 0.1552*%%*%  (0.0494) 5,774
Linsear Write 0.1502***  (0.0483) 5,774
nWS 0.1359** (0.0551) 5,774
nWS 2 0.1370** (0.0529) 5,774
nWS 3 0.1581%%*  (0.0494) 5,774
nWS 4 0.1538%**  (0.0493) 5,774
SMOG 0.1492***  (0.0539) 5,774
SMOG C 0.1492***  (0.0539) 5,774
Cruder measures of vocabulary difficulty
Letter counts
ARI 0.1050** (0.0437) 5,774
Bormuth MC 0.0279 (0.0245) 5,774
Bormuth GP 0.0008 (0.0005) 5,774
Coleman-Liau ECP 0.0398 (0.0534) 5,774
Danielson-Bryan 0.1064** (0.0454) 5,774
Dickes-Steiwer 0.1102%** (0.0426) 5,774
Fucks 0.1046** (0.0434) 5,774
Trénkle-Bailer 0.1037** (0.0432) 5,774
Counts of words with 7+ letters
LIX 0.1468%**  (0.0515) 5,774
RIX 0.1388***  (0.0476) 5,774
Counts of monosyllabic words
Coleman 0.0695 (0.0717) 5,774
Coleman C2 0.0834 (0.0737) 5,774
Farr-Jenkins-Paterson 0.1197* (0.0666) 5,774
Wheeler-Smith 0.1165** (0.0528) 5,774
Counts of words on the Dale (1931) list
Spache 0.1050** (0.0507) 5,774
Spache (old) 0.1053** (0.0501) 5,774
Note. Table replicates Table 3 but uses count data from Textatistic to calculate readability scores.



Table C.3: Replicating Granberg et al. (2024), Table A3 with corrected Textatistic, excluding P&P

Dale-Chall words Dale-Chall words from
from textstat textstat + Textatistic
Readability score Coefficient Standard Coefficient Standard N
on female error on female error

More sophisticated measures of vocabulary difficulty
Counts of words on the Dale-Chall list

Dale-Chall 0.0825 (0.0601) 0.1118* (0.0623) 5,211
Dale-Chall (old) 0.0568 (0.0589) 0.0915 (0.0616) 5,211
Dale-Chall PSK 0.0716 (0.0601) 0.1040 (0.0626) 5,211
Syllable counts
Flesch 0.0789 (0.0516) 5,211
Flesch-Kincaid 0.1004* (0.0499) 5,211
Flesch PSK 0.0895* (0.0516) 5,211
Strain 0.1009** (0.0477) 5,211
Counts of words with 3+ syllables
Fog 0.1270** (0.0493) 5,211
Fog NRI 0.1096** (0.0481) 5,211
Fog PSK 0.1273%*  (0.0492) 5,211
Linsear Write 0.1172%* (0.0479) 5,211
nWS 0.0747 (0.0502) 5,211
nWS 2 0.0774 (0.0483) 5,211
nWS 3 0.1256** (0.0486) 5,211
nWs 4 0.1271%%  (0.0493) 5,211
SMOG 0.1213** (0.0557) 5,211
SMOG C 0.1213** (0.0557) 5,211

Cruder measures of vocabulary difficulty

Letter counts

ARI 0.0710 (0.0439) 5,211
Bormuth MC 0.0067 (0.0246) 5,211
Bormuth GP 0.0008 (0.0007) 5,211
Coleman-Liau ECP —0.0246 (0.0484) 5,211
Danielson-Bryan 0.0612 (0.0444) 5,211
Dickes-Steiwer 0.0878* (0.0441) 5,211
Fucks 0.0885* (0.0457) 5,211
Trankle-Bailer 0.0802* (0.0444) 5,211
Counts of words with 7+ letters
LIX 0.1008** (0.0491) 5,211
RIX 0.1057** (0.0473) 5,211
Counts of monosyllabic words
Coleman 0.0063 (0.0674) 5,211
Coleman C2 0.0222 (0.0706) 5,211
Farr-Jenkins-Paterson 0.0632 (0.0630) 5,211
Wheeler-Smith 0.0880 (0.0534) 5,211
Counts of words on the Dale (1931) list
Spache 0.0665 (0.0555) 5,211
Spache (old) 0.0697 (0.0549) 5,211
Note. Table replicates Table B.1 but uses count data from Textatistic to calculate readability scores.
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