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• Review of 159 studies on AI in educational assessments (1997–2024).

• Classification is the most used AI technique for student performance prediction.

• Formative assessments dominate over summative assessments in AI-supported studies.

• AI tools enhance feedback, engagement, and learning outcomes in higher education.

• A thematic overview of AI assessment types and outcomes is provided to guide future research.
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A B S T R A C T

Advancements in Artificial Intelligence (AI) are having a profound impact across numerous domains, includ­

ing education, particularly in the area of assessment. Within higher education, AI-based assessment has gained 

increasing attention for its potential to enhance student learning processes and outcomes. Following PRISMA 

guidelines and covering research published between 1997 and 2024, this systematic literature review (SLR) 

analyzes 159 studies that apply AI techniques, including machine learning (ML), deep learning (DL), and large lan­

guage models (LLMs), in formative and summative assessment contexts to predict student outcomes. The findings 

indicate that, while AI integration can enhance assessment strategies and learning outcomes, classification-based 

models dominate the literature, and more than 80% of studies rely on private or institution-specific datasets, 

limiting reproducibility and large-scale validation. This review offers a comprehensive comparative synthesis 

of AI-driven formative and summative assessment approaches in higher education, highlighting methodological 

trends, evidence, and research gaps.

1 . Introduction

In recent decades, the development of educational assessment meth­

ods has drawn increasing attention to the need for synthesizing and dis­

seminating global research in the field [26]. The evolution of assessment 

principles, policies, and practices has marked significant milestones in 

higher education, creating an opportune moment to reflect on existing 

contributions and identify areas requiring further investigation. Despite 

these advancements, a persistent gap remains in research examining 

how assessment techniques and feedback practices are designed, im­

plemented, and interpreted within modern educational environments, 

particularly in higher education [51]. This gap limits the development 

of effective assessment policies and restricts broader insights into how 

assessment practices shape instructional strategies and student learning 

outcomes [26].

Educational assessment generally involves the systematic collec­

tion of evidence to evaluate student learning in relation to prede­

fined learning objectives [16,56]. Such evidence may be derived from 

assessments embedded in coursework, class activities, or standard­

ized evaluations and is used to diagnose students’ knowledge, skills, 

and learning progress. Assessment practices also support instructional 

decision-making by identifying strengths, weaknesses, and areas requir­

ing intervention [28,51]. While assessment focuses on evidence collec­

tion, evaluation involves interpreting and judging the quality of student 

achievement based on that evidence [17,92]. In higher education, these 
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Table 1 

Comparison of formative and summative assessment characteristics.

Characteristics Formative assessment Summative assessment

Role Assessment for learning Evaluation of learning

Impact Low stakes High stakes

Aim For learning and curriculum en­

hancement

For final judgment

Measurement Based on the learning process Based on overall perfor­

mance

Stage At the beginning, during, or after 

a task

At the end of a task

Grade Status No Yes

Feedback Ongoing to identify strengths and 

weakness

Overall progress

Approach Qualitative Quantitative

Example General questions during a class Final exam

processes are closely interrelated and collectively inform academic 

decision-making and accountability practices [17].

Assessment practices are commonly categorized into formative 

and summative types based on their purposes and timings [57,142]. 

Formative assessment supports learning during the instructional pro­

cess by providing timely feedback-oriented information that can be 

used to adapt teaching and guide student improvement [24]. Typically 

low-stakes in nature, formative assessment emphasizes diagnosis and 

continuous feedback through activities such as drafts, in-class tasks, 

and peer or instructor feedback. Its role in curriculum design and in­

structional improvement is widely acknowledged [30,143]. Summative 

assessment, by contrast, evaluates student learning at the conclusion of 

a learning period and is often high-stakes, contributing substantially 

to final grades and institutional evaluation [37,62]. Common exam­

ples include final examinations, projects, and cumulative tests. Although 

recent perspectives emphasize the formative value embedded within 

all assessment practices [130], stating that “the current accepted the­

ory no longer separates formative-summative assessment and, what is 

more, requires all assessments to be primarily formative in nature,” 

summative assessment continues to serve a critical role in certifying 

overall achievement relative to benchmark learning objectives in higher

education.

Formative and summative assessments differ primarily in their objec­

tives, timing, and impact on learning [25,43,131,146]. While formative 

assessment prioritizes feedback and instructional adjustment, summa­

tive assessment provides an overall measure of competency at the end 

of a teaching period. Both play complementary roles in higher educa­

tion, yet a single assessment approach may not adequately address both 

purposes simultaneously. Table 1 summarizes these key distinctions and 

highlights the importance of aligning assessment methods with their 

intended educational goals.

Recent advances in digital technologies and computing have facili­

tated the growing adoption of intelligent systems in higher education. In 

particular, advances in AI, including ML, DL, and LLMs, as well as educa­

tional data mining, have expanded the possibilities for the automation 

of assessment, feedback generation, and learning analytics [8]. These 

technologies offer new opportunities to enhance assessment quality, 

scalability, and personalization within higher education contexts.

A growing body of SLRs has examined assessment practices in 

higher education, AI applications in education, and AI-driven assessment 

from different perspectives. Some reviews concentrate on formative 

assessment and feedback in higher education without explicitly con­

sidering the role of AI [95], while others investigate AI applications 

in higher education more broadly, with assessment and evaluation ad­

dressed as one of several application areas [148]. More recent SLRs 

[54,120,149,150] have focused on AI-based or automated assessment 

systems; however, these studies often emphasize particular assessment 

formats or disciplinary contexts, such as text-based assessment in post-

secondary education or science and STEM assessment, and typically 

consider individual AI paradigms, such as ML [149] or NLP [54] in iso­

lation. In addition, emerging reviews on educational technologies and 

LLMs often adopt a broad emerging technology perspective without a 

systematic comparison of AI techniques in assessment [120], or focus 

on restricted educational contexts such as K-12 education rather than 

higher education [150].

As summarized in Table 2, existing SLRs collectively offer an un­

even view of AI-driven assessment research. In particular, relatively few 

reviews explicitly distinguish between formative and summative assess­

ment purposes as analytical dimensions, and limited attention is given 

to systematically comparing multiple AI paradigms, including ML, DL, 

and LLMs, within a single assessment-focused framework. Moreover, 

evidence regarding reported effectiveness and data sources is often syn­

thesized inconsistently across higher education contexts. This limits the 

extent to which current reviews support a comprehensive understand­

ing of how different AI techniques are applied to assessment purposes 

and how they relate to student learning outcomes in higher education. 

To address these limitations, this SLR synthesizes and analyzes quanti­

tative and qualitative studies that apply ML, DL, and LLM techniques 

to both formative and summative assessments in higher education. By 

systematically comparing assessment purposes, AI techniques, reported 

effectiveness, and data sources, this review provides a structured syn­

thesis of current research and identifies methodological, technical, and 

practical challenges to inform future research and practice.

The remainder of this paper is organized as follows. Section 2 de­

scribes the methods and materials used to conduct the SLR. Section 3 

presents the results. Section 4 discusses the findings, implications, and 

future research directions, and Section 5 concludes with limitations and 

conclusions.

2 . Methods and materials

This study employs an SLR methodology based on the PRISMA 2020 

Statement [101,102] to identify and analyze recent formative and sum­

mative assessment and feedback in higher education using AI, including 

ML, DL, and LLM techniques. The review follows the three standard 

phases of an SLR: planning, conducting, and reporting.

This SLR aims to identify and synthesize peer-reviewed studies that 

apply formative and summative assessments and feedback mechanisms 

to enhance student learning outcomes. Specific research questions guide 

the review, and relevant data are extracted accordingly. To ensure cover­

age and relevance, all included publications were retrieved from Scopus, 

Web of Science, IEEE Xplore, and the ACM Digital Library, using the 

keywords described in Section 2.2.3.1.

Overall, the review methodology adheres to established approaches 

for analyzing how AI-driven techniques support learning processes, 

improve educational quality, and predict student outcomes. This SLR 

contributes by providing synthesized evidence, methodological insights, 

and future research directions on how AI techniques, powered by ML, 

DL, and LLMs, are applied to formative and summative assessments to 

support student learning and outcome prediction in higher education.

2.1 . Planning the SLR

In line with PRISMA 2020 guidelines, the planning phase of this SLR 

focused on establishing a transparent and reproducible review protocol. 

Prior to conducting the review, existing SLRs were examined to assess 

overlap, refine the scope, and ensure that the planned review addressed 

limitations in the current evidence base.

Table 2 summarizes the comparison of relevant existing reviews and 

informs the definition of the review scope, particularly with respect to 

assessment purposes, formative and summative, AI paradigms, includ­

ing ML, DL, and LLMs, and higher education contexts. This comparative 

analysis supports the formulation of focused research questions and an­

alytical dimensions rather than serving as a restatement of the research 

motivation.
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Table 2 

Summary of prior review studies in relation to AI-driven assessment in higher education.

Study Aim Timeframe Primary studies AI scope Focus

[54] To review text-based automated 

assessment in post-secondary 

education.

2017–2023 93 NLP-based Focuses on automated grading and feed­

back without comparative formative and 

summative analysis.

[150] To review the use of ChatGPT in 

K–12 education.

2022–2023 13 ChatGPT (LLMs) Emphasizes pedagogy, ethics, and stake­

holder perspectives rather than assessment 

comparisons.

[149] To review ML in science assess­

ment.

2008–2018 49 ML Emphasizes supervised learning and valid­

ity in science education.

[120] To review emerging technolo­

gies for assessment and feedback 

in higher education

2016–2021 38 AI, Learning Analytics, 

XR

Focuses on applications and practices 

rather than AI paradigms or assessment 

purposes.

[95] To review formative assessment 

and feedback in higher educa­

tion

2000–2019 28 None Pedagogical and causal evidence focus; no 

AI-based assessment.

[148] To review AI applications in 

higher education

2007–2018 146 AI Broad mapping of AI applications, not 

assessment-centric.

This Review To review AI-driven formative 

and summative assessment in 

higher education

1997–2024 159 AI (ML, DL, LLMs) Comparative, assessment-centric synthesis 

of AI-driven formative and summative as­

sessment, analyzing AI techniques, effec­

tiveness evidence, and data sources.

Table 3 

PICO terms and definitions applied in this review.

PICO term Summary

P: Population Studies involving students in higher educa­

tion settings where formative assessment, 

summative assessment, or both are used with 

or without feedback.

I: Intervention or Interest Use of AI techniques, including ML, DL, 

and/or LLM-based approaches, to support 

formative and/or summative assessment pro­

cesses (e.g., automated scoring, feedback 

generation, prediction of learning outcomes).

C: Comparison Comparisons across assessment purpose, 

including formative vs summative vs both, 

and/or across AI techniques, such as ML vs 

DL vs LLM, as analyzed in this review.

O: Outcome Reported student outcomes (e.g., perfor­

mance and achievement, engagement, 

behavior) and assessment-related outcomes 

(e.g., prediction accuracy and evidence re­

lated to feedback quality and validity and 

reliability), including contextual factors and 

features influencing effectiveness.

Based on this planning process, a structured SLR protocol was de­

veloped, encompassing research question formulation, inclusion and 

exclusion criteria, comprehensive search strategy design, data extraction 

and synthesis procedures, quality assessment, and transparent reporting 

of findings.

2.2 . Conducting the SLR

2.2.1 . Preparing the protocol

Following the planning phase, the SLR protocol was operationalized 

to guide the execution of the review. The protocol specified the final­

ized research questions, inclusion and exclusion criteria, search strategy, 

study selection procedures, data extraction process, quality appraisal 

methods, and synthesis approach.

2.2.2 . Research questions

As shown in Table 3, we used the PICO framework (Population, 

Intervention/Interest, Comparison, Outcomes) [74] to structure and 

refine the review questions and eligibility criteria.

Research in [125] suggests that clearly defined and focused research 

questions improve the efficiency and rigor of an SLR. Accordingly, this 

study is guided by four research questions, summarized in Table 4.

Table 4 

Research questions and objectives.

Questions Objectives

What is the current state of research on 

the implications of AI-driven formative 

and summative assessments and feed­

back for student outcomes in higher 

education?

To review the current state of research 

on the implications of AI-driven forma­

tive and summative assessments and 

feedback for student outcomes in higher 

education.

What AI techniques, including ML, DL, 

and LLM, are used for formative and 

summative assessments and feedback to 

enhance student outcomes?

To investigate AI techniques, including 

ML, DL, and LLM, used for forma­

tive and summative assessments and 

feedback to enhance student outcomes.

Is there any existing evidence regarding 

the effectiveness of AI-driven formative 

and summative assessment applications 

in predicting student outcomes?

To investigate the existing evidence re­

garding the effectiveness of AI-driven 

formative and summative assessment 

applications in predicting student 

outcomes.

What data sources are utilized for AI-

driven assessments in higher education?

To discover what data sources are 

utilized for AI-driven assessments in 

higher education.

2.2.3 . Information sources and search strategy

A systematic search was conducted on 29 July 2024 using four mul­

tidisciplinary databases: Scopus, Clarivate Web of Science, IEEE Xplore, 

and the ACM Digital Library. Scopus and Web of Science were selected 

for their comprehensive coverage of scholarly journals across disci­

plines [91,109], while IEEE Xplore and ACM Digital Library were chosen 

due to their prominence in computer science and engineering research 

[44,90,111].

2.2.3.1 . Search term. To identify relevant studies, search terms were 

defined to capture concepts related to higher education, assessment, 

feedback, and AI technologies. Synonyms and alternative expressions 

were included to broaden coverage. The complete Boolean query is 

reported as follows: (universit* OR learning OR education*) AND ((for­

mative OR assessment OR evaluat* OR exam* OR quiz* OR test* OR 

assignment OR homework) AND (feedback) AND ( student)) AND (“ac­

tive learning” OR “student engagement” OR “student outcome” OR 

“academic achievement” OR “learning outcome” OR “educational out­

come” OR “learning objective” OR “learning progress*” OR “academic 

performance”) AND (chatbot* OR “ChatGPT” OR “Artificial intelli­

gence” OR “Machine learning” OR “Deep learning” OR “large language 

model” OR AI OR “natural language processing”).
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Table 5 

Inclusion and exclusion criteria for the SLR.

Inclusion criteria Exclusion criteria

Research articles applying AI 

techniques, including ML, DL, or 

LLM-based, to support formative as­

sessment, summative assessment, or 

assessment-related feedback.

Studies not incorporating AI techniques, 

including ML, DL, or LLM-based, for 

formative assessment, summative 

assessments, or assessment-related 

feedback.

Studies published from 1997 to 2024 

cover the earliest available publications 

and recent advancements.

Studies published before 1997.

Articles published in the English lan­

guage to support consistent screening 

and reproducible data extraction.

Survey and review papers are excluded 

as they do not present original research 

or methodological approaches.

Only articles available in a full-text 

format to ensure quality and reliability 

of findings and methodologies.

Excludes grey literature (e.g., reports, 

white papers) due to lack of scientific 

validation.

Peer-reviewed journal articles and 

conference papers.

Exclude learning analytics studies un­

less they are explicitly part of AI-based 

formative or summative assessment or 

assessment-related feedback.

Focus on higher education settings. Articles focusing on primary, sec­

ondary, or high school education or 

non-academic sources.

Studies reporting evidence on effective­

ness, performance, or impact on student 

learning outcomes (quantitative metrics 

and/or qualitative evaluation).

Duplicate publications based on 

the same dataset (retain the most 

comprehensive version).

This transparent and systematic search strategy enhances repro­

ducibility and ensures comprehensive retrieval of relevant studies.

2.2.4 . Eligibility criteria

This section consists of the scope of this SLR, as shown in Table 5.

The inclusion and exclusion criteria were designed to ensure method­

ological rigor, relevance, and reproducibility, and to minimize bias 

arising from non-peer-reviewed, non-empirical, or contextually mis­

aligned studies. The review focused on research articles that apply 

formative, summative, or both assessment strategies and use ML, DL, 

or LLM-based techniques to support student learning outcomes and 

feedback in higher education contexts. These methods represent the 

most recent and widely adopted AI technologies in educational research 

[148], particularly in higher education contexts. Restricting the scope 

to AI-based approaches ensures that the review captures state of the 

art assessment methodologies relevant to current computational and 

data-driven educational practices.

The literature search was limited to studies published between 1997 

and 2024 to capture the emergence and evolution of AI- and ML-based 

approaches in educational assessment. Studies published before this 

period rarely incorporated ML-based techniques in educational assess­

ment contexts due to limited computational capacity and the absence of 

large-scale digital educational data [22,117]. Subsequent years reflect 

substantial growth in AI-supported assessment research. Limiting the 

review to this period enables coverage of both foundational and recent 

advances while maintaining relevance to modern assessment practices.

Only peer-reviewed journal articles and conference papers published 

in full-text format were included to ensure scientific quality, trans­

parency, and replicability. Conference papers were included alongside 

journal articles because high-impact and innovative research in com­

puter science is frequently disseminated through reputable conference 

venues. Included studies were required to report empirical results, sup­

ported by quantitative evaluation metrics and/or qualitative evidence 

to enable the assessment of methodological effectiveness.

To maintain contextual consistency, the review focused exclusively 

on higher education settings and included quantitative, qualitative, 

and mixed-methods studies. Studies conducted in primary or secondary 

education, non-academic contexts, or domains unrelated to education 

were excluded, as they involve different pedagogical structures and 

learner characteristics that fall outside the scope of this review. The 

English language restriction was applied to ensure consistent screen­

ing and reproducible data extraction and to reduce the misclassification 

risk introduced by translation. Learning analytics studies were excluded 

unless they were directly tied to assessment processes to avoid conflat­

ing monitoring and prediction research with AI-driven assessment and 

feedback.

Survey and review papers were excluded to avoid duplication of ev­

idence and because they do not provide original empirical findings or 

methodological validation [96]. Grey literature was excluded due to the 

lack of standardized peer review and potential limitations in method­

ological transparency [58]. In addition, theoretical studies without 

practical implementation or performance evaluation were omitted, as 

empirical validation is essential for evaluating AI-based assessment 

methods. Finally, where multiple publications reported results from the 

same dataset, only the most comprehensive version was retained to 

avoid double-counting evidence and inflating study weight.

2.2.5 . Study selection process

The choice of published studies was a multi-step procedure. First, 

primary studies were identified from the four databases, consolidated 

into a single Excel file, and duplicate studies. Second, the studies 

were screened, categorizing them into relevant, doubtful, and irrele­

vant groups. In other words, a screening status column was added in 

the Excel file, which contained 0,1, and 2 values, where 0 meant not in­

cluded, 1 represented the included paper, and 2 indicated the doubtful 

study [103]. This involved reviewing titles, abstracts, and keywords to 

refine the selection as an initial screening. As a single researcher, the 

screening was conducted and then sent to another researcher to assess 

the selected studies for potential bias. Then we reviewed the doubtful 

papers and sought a second author’s perspective to reach a consensus on 

inclusion. After that, the rejected studies were maintained with reasons 

for the rejection [74]. We then checked the full texts of the included 

studies, excluding those without full texts. In addition, to investigate the 

effectiveness of the eligibility criteria, a random sample of the included 

papers was applied [107]. Moreover, all references were imported into 

the reference management software RefWorks for citation. Finally, we 

reapplied the eligibility criteria to all papers, excluded studies with 

documented reasons, and finalized the total set of primary studies, as de­

tailed in Fig. 1. This multi-stage screening and verification process was 

designed to reduce selection bias, ensure consistency in study inclusion, 

and improve the reliability of the final sample.

2.2.6 . Data collection process

2.2.6.1 . Data extraction. A structured data extraction process was ap­

plied to enhance the rigor and reliability of the research synthesis, 

minimize bias, and ensure consistency in study selection. The following 

data were collected from the selected articles.

First, the author(s), year of publication, title, abstract, keywords, and 

publication information were extracted. These elements serve not only 

as formal citation information but also provide contextual background 

regarding the relevance and significance of each study [93].

Second, the types of assessments employed in each study, formative, 

summative, or both, were examined and documented, along with the AI-

based feedback mechanisms used to support student learning outcomes. 

In addition, we systematically documented and categorized various 

forms of assessment, such as self-assessment and peer assessment.

Third, the educational domain associated with each assessment, such 

as computer science, engineering, and other fields, was recorded to 

contextualize experimental settings and applications. Furthermore, we 

recorded the types and sizes of data utilized in each study, as data 

characteristics play a critical role in the selection and performance of 

AI-based assessment methods. Feature sets used for predicting student 

outcomes were also recorded to identify commonly employed predictors 

and to inform recommendations for future research.
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Fig. 1. PRISMA 2020 flow diagram illustrating the study selection process, including database identification, screening, eligibility assessment, and final inclusion of 

studies in the SLR.

Finally, any limitations and suggestions for future work were 

recorded. This information not only provided a balanced perspective on 

the strengths and weaknesses of each study but also pointed to possible 

directions for further investigation and improvements in the field. By 

systematically extracting and documenting these elements, this struc­

tured approach enabled a comprehensive synthesis of the current state 

of knowledge and supported the identification of gaps and challenges in 

AI-driven formative and summative assessment research.

2.2.6.2 . Data synthesis and analysis. The data synthesis process was 

designed to systematically analyze and consolidate the findings from 

the included studies. The results were presented using tables, figures, 

and network visualizations to analyze trends in publication years, 

geographic distribution, academic disciplines, publishers, and AI tech­

niques. This synthesized evidence formed the basis for addressing the 

research questions, highlighting limitations in the existing literature, 

and informing the overall conclusions of the review.

The distribution of studies across databases was analyzed to exam­

ine the relative contribution of each source, guiding future researchers 

seeking comprehensive and relevant resources. In addition, the time dis­

tribution of the studies was investigated to identify trends in research 

activity over time, revealing periods of increased scholarly attention to 

AI-based assessment in higher education.

Geographic distribution was analyzed to provide insight into the 

global research landscape and to identify regions that have contributed 

most prominently to the field, highlighting opportunities for interna­

tional collaboration and knowledge exchange [135]. Publication venues 

were also examined by analyzing the distribution of studies across jour­

nals, conferences, and publishers, allowing the identification of key 

outlets that regularly disseminate influential research at the intersection 

of education and computer science.

The distribution of studies across academic disciplines was further 

examined to assess methodological and conceptual diversity within the 

literature. This analysis revealed interdisciplinary contributions and 

the integration of ideas and techniques across domains. By applying 

these quantitative and visual analyses, the synthesis provided a com­

prehensive overview of the current research landscape on AI-driven 

formative and summative assessment and its role in predicting student

outcomes.

In addition to descriptive statistics, the synthesis focused on identi­

fying cross-study patterns, methodological trends, and emerging gaps 

to support higher-level interpretation in the Results and Discussion 

sections.

2.2.7 . Quality assessment

According to the suggestion of [50], which is to determine the qual­

ity evaluation questions that best fit a particular study topic, researchers 

should review the collection of questions within the context of their pa­

per. Therefore, this suggestion is adopted, and the quality assessment 

criteria for the primary studies are defined as follows.

Computer Science Review 61 (2026) 100929 

5 



M. Bashraheel and G. Ghinea

Table 6 

Quality assessment scoring scheme.

Applicable tool Yes responses 

(out of 5)

Quality level Interpretation

MMAT / CASP 5 High Meets all quality criteria; 

strong methodological rigor.

MMAT / CASP 3–4 Medium Meets most criteria with 

identifiable methodological 

limitations.

MMAT 1–2 Low Substantial methodolog­

ical limitations; findings 

interpreted descriptively.

To analyze the design and analytical strengths and limitations of 

quantitative, qualitative, and mixed-methods studies, a detailed criti­

cal appraisal was performed on the chosen articles. Studies reported in 

[67] employed the Mixed Methods Appraisal Tool (MMAT) to perform a 

critical appraisal. The MMAT is a valuable tool for evaluating the quality 

and potential biases in quantitative and mixed-method research articles. 

It outlines five primary quality criteria to evaluate a study’s research de­

sign, sampling approach, and the methods and techniques used for data 

collection and analysis. For qualitative research, the Critical Appraisal 

Skills Programme (CASP) checklists (CASP, 2019) were used to critically 

examine ethical aspects and transparency in research practices. Studies 

meeting all five quality criteria were classified as high quality, those 

meeting three or four criteria as medium quality, and those meeting 

one or two criteria as low quality. Quality ratings were used to inform 

interpretation rather than to exclude studies.

Each study was evaluated against five quality criteria using the ap­

propriate appraisal tool based on its methodological design. Studies 

meeting all five criteria were classified as high quality, those meeting 

three or four criteria were classified as medium quality, and studies 

meeting one or two criteria were classified as low quality, as shown 

in Table 6.

As documented in the quality evaluation results in Supplementary 

Table A.9, Table A.10, and Table A.11, most quantitative and mixed-

method studies demonstrated medium to high quality, while a small 

number of quantitative studies were classified as low quality. Common 

limitations identified across medium and low quality studies included 

insufficient reporting of sample representativeness and potential nonre­

sponse bias, particularly due to small sample sizes or limited informa­

tion on participant recruitment. Qualitative studies generally met high 

quality standards under the CASP tool, with medium quality ratings 

primarily reflecting gaps in ethical or privacy considerations.

Quality assessment outcomes were used to inform the interpretation 

and weighting of findings rather than to exclude studies, with greater 

emphasis placed on evidence derived from high and medium quality 

studies when concluding.

2.3 . Reporting the SLR

Following the execution of the SLR protocol described in Sections 

2.2.1–2.2.7, the reporting phase focused on transparently summarizing 

the outcomes of study selection, data extraction, synthesis, and quality 

assessment. Findings were presented using qualitative and quantitative 

analyses supported by tables, figures, and network visualizations to 

communicate patterns related to assessment types, AI techniques, and 

reported student outcomes.

3 . Results

This section presents the outcomes of the SLR, including study se­

lection results, quality assessment of the included studies, network 

visualizations, and synthesized findings addressing the research ques­

tions.

3.1 . Search results

The initial database search yielded a total of 821 records, including 

508 from Scopus, 134 from Web of Science, 165 from IEEE Xplore, and 

14 from the ACM Digital Library. After removing 144 duplicate records, 

677 studies remained for screening.

Titles, abstracts, and keywords were then reviewed, resulting in the 

exclusion of 405 studies and the retention of 272 articles for further ex­

amination. Full-text retrieval was attempted for these articles, of which 

262 were successfully assessed, while 10 records were excluded due to 

the unavailability of full text.

Following full-text assessment and application of the inclusion and 

exclusion criteria, 103 studies were excluded for not meeting the eligi­

bility requirements. Ultimately, a total of 159 studies were included in 

the final review. The complete study selection process is illustrated in 

Fig. 1, in accordance with the PRISMA 2020 guidelines.

3.2 . SLRs quality evaluation

Among the 112 quantitative studies analyzed (70.4%), 44 studies 

(27.7%) demonstrated high quality, achieving MMAT scores of 100%, 

which indicates complete adherence to all quality criteria. Sixty-one 

studies (38.3%) were classified as medium quality, with MMAT scores 

ranging from 60% to 80%, reflecting partial adherence to the criteria. 

Seven studies (4.4%) were classified as low quality, with MMAT scores 

between 20% and 40%, indicating limited compliance with the quality 

assessment criteria.

Similarly, among the 33 mixed-method studies (20.7%) analyzed, 15 

studies (9.4%) demonstrated high quality with MMAT scores of 100%, 

indicating full adherence to the assessment criteria. The remaining 18 

studies (11.3%) were classified as medium quality, with MMAT scores 

between 60% and 80%, reflecting partial fulfillment of the five MMAT 

criteria. No mixed-method studies were classified as low quality.

Notably, several quantitative and mixed-method studies did not fully 

satisfy MMAT criteria 1.2 (sample representativeness) and 1.4 (risk of 

nonresponse bias). A recurring limitation was the relatively small or nar­

rowly defined sample sizes, which restrict the representativeness of the 

target population. For example, studies reported in [15,82,84,138,151] 

relied on limited datasets, making it difficult to determine whether the 

participants adequately represented the broader student population. In 

another instance, the study reported in [42] evaluated only five essay 

samples corresponding to five students, which may contribute to biased 

assessment outcomes.

Additionally, several studies [21,59,124,137] did not clearly report 

participant recruitment details, including the number of students in­

vited and those who ultimately participated, making it challenging to 

assess potential nonresponse bias. If non-participating students system­

atically differed from participants, the reliability and generalizability of 

the findings might be affected. Detailed MMAT results for quantitative 

and mixed-method studies are presented in Supplementary Table A.9 

and Table A.10.

Within the qualitative studies (8.8%, 𝑛 = 14), eight studies met all 

CASP quality criteria and were therefore classified as high quality. The 

remaining qualitative studies were classified as medium quality, with 

common shortcomings related to ethical considerations and privacy re­

porting when presenting key findings. A detailed breakdown of the 

CASP-based quality assessment for qualitative studies is reported in 

Supplementary Table A.11.

Overall, these quality assessment results suggest that the majority 

of evidence in the reviewed literature is methodologically robust, while 

also highlighting recurring design limitations that should be considered 

when interpreting findings and designing future AI-based assessment 

studies. Identified methodological limitations, particularly related to 

sample representativeness and nonresponse bias, were common across 

medium- and low-quality studies and were considered when interpreting 

synthesized findings.
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Fig. 2. Keyword co-occurrence network in AI-driven assessment and feedback studies, illustrating the convergence of student-centered learning, AI techniques, and 

assessment practices in higher education.

3.3 . Network visualizations

3.3.1 . Network visualization for keywords co-occurrence

Fig. 2 presents a keyword co-occurrence network for AI-based assess­

ment and feedback studies, generated using Scopus data and visualized 

with VOSviewer. Each node represents a keyword, with node size in­

dicating term frequency and link thickness reflecting co-occurrence 

strength. The terms “students” and “artificial intelligence” appear as the 

most dominant and highly connected keywords, highlighting the strong 

emphasis on student-centered applications of AI in higher education 

assessment research.

The network reveals five main keyword clusters, reflecting distinct 

yet interconnected research themes. Overall, the clustering structure 

indicates that AI-driven assessment research is shaped by the interac­

tion between pedagogical priorities, technical methods, and learning 

environments rather than isolated methodological or educational per­

spectives.

• The yellow cluster emphasizes student-centered learning ap­

proaches, including concepts such as curricula, collaborative learn­

ing, flipped classrooms, and active learning, suggesting that AI-

driven assessment is frequently aligned with pedagogical strategies 

aimed at improving student engagement and learning outcomes.

• The red cluster concentrates on technical foundations, including 

ML, DL, NLP, and data mining, reflecting the dominant method­

ological tools supporting AI-based assessment systems.

• The green cluster focuses on educational practices such as assess­

ment, feedback, motivation, and blended learning, highlighting the 

role of AI in supporting instructional decision-making and learning 

support.

• The purple cluster relates to instructional design and formative 

assessment, including learning objectives and computer-aided in­

struction, indicating a strong connection between AI-based tools 

and formative assessment processes.

• The blue cluster represents higher education and e-learning tech­

nologies, including chatbots and ChatGPT, reflecting the growing 

interest in conversational and generative AI tools within educa­

tional assessment contexts.

Overall, the keyword network demonstrates that AI-based assessment 

research in higher education is inherently interdisciplinary, integrating 

pedagogical goals with advanced AI techniques. The prominence of 

student- and feedback-related terms further indicates that current re­

search largely prioritizes formative assessment and learning support 

rather than purely summative or grading-focused applications.

Taken together, these clusters indicate that AI-driven assessment re­

search in higher education is primarily oriented toward pedagogically 

grounded, student-centered applications, with technical AI methods 

serving as enablers rather than standalone research objectives.

3.3.2 . Network overlay visualization for keywords co-occurrence

Fig. 3 presents a keyword overlay visualization that reflects the tem­

poral development of research themes in AI-based assessment studies. 

The color range represents the average publication year of keywords, 

with earlier research trends shown in darker tones and more recent 

themes appearing in lighter colors.

The visualization indicates that early studies primarily focused on 

traditional AI techniques, such as ML, data mining, and learning ana­

lytics, applied to student performance and learning systems. In contrast, 

keywords associated with LLMs, chatbots, and ChatGPT appear predom­

inantly after 2022, demonstrating a recent shift in research attention 

toward generative and conversational AI applications in educational 

assessment.

This temporal pattern suggests that while AI-based assessment re­

search has progressively evolved over time, the rapid growth of LLM-

related studies after 2022 reflects increasing interest in automated 

feedback, textual assessment, and interactive learning support. The over­

lay visualization therefore highlights a transition from predictive and 

analytic assessment approaches toward more generative and language-

centered assessment applications in higher education.

3.3.3 . Network visualization of co-authorship among nations

Fig. 4 illustrates the international co-authorship patterns among 

countries contributing to AI-based assessment and feedback research in 

higher education. In this network, each node represents a country, with 

node size indicating publication volume, while links denote collabora­

tive co-authorship relationships.
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Fig. 3. Keyword overlay visualization showing the temporal evolution of AI-driven assessment research, highlighting the recent emergence of LLM-related terms in 

higher education.

Fig. 4. Network representation of international co-authorship patterns in AI-based assessment and feedback research in higher education.

Fig. 4 shows co-authorship relationships among more than 20 coun­

tries, indicating a moderate level of international collaboration in this 

research area. The United States emerges as the most prominent contrib­

utor, followed by India and Australia, reflecting their strong research 

capacity and active engagement in AI-driven educational assessment 

studies. In terms of collaboration, Australia shows the highest total 

link strength, followed by the United States and the United Kingdom, 

suggesting that these countries play a central role in facilitating cross-

national research partnerships.

Overall, the co-authorship network indicates that while AI-based as­

sessment research is geographically diverse, collaboration tends to be 

concentrated among a small number of leading countries. This pattern 

suggests that research output and international collaboration are influ­

enced by established research infrastructures, funding availability, and 

institutional support. Expanding cross-regional collaboration may help 

promote more balanced global contributions and knowledge exchange 

in AI-driven assessment research.

These collaboration patterns suggest that AI-based assessment re­

search is shaped not only by technological readiness but also by national 

research investments and institutional capacity, potentially reinforcing 

inequalities in global research participation.

3.4 . Answering research questions

This section aims to answer the research questions of the study, as 

detailed in Table 4:

3.4.1 . What is the current state of research on the implications of AI-driven 

formative and summative assessments and feedback for student outcomes in 

higher education?

Assessment and feedback mechanisms in higher education signifi­

cantly influence student learning outcomes and educational effective­

ness. Recently, scholarly attention has increasingly focused on exploring 

the roles of formative and summative assessments, particularly within 

the context of advanced technologies such as AI techniques, includ­

ing ML, DL, and LLMs. This question synthesizes the current state 

of research on AI-driven formative and summative assessments and 

feedback, focusing on publication trends, geographical distribution, 

assessment implications, and disciplinary contexts in higher educa­

tion. The following subsections present a detailed analysis of these

trends.

3.4.1.1 . Trends in AI-based assessment research. The distribution of the 

included studies on AI-driven assessments in higher education over time 
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Fig. 5. Annual growth of AI-based assessment research in higher education, showing a sharp increase after 2019 and a peak in 2023.

Table 7 

Regional distribution of AI-based assessment 

studies.

Region Percentage of studies

Asia 45.68%

North America 22.22%

Europe 21.60%

Oceania 4.94%

South America 3.70%

Africa 1.85%

is presented in Fig. 5. Research activity remains relatively limited before 

2019, followed by a noticeable and continuous increase in more recent 

years. In particular, a sharp growth is observed from 2021 onwards, with 

the highest number of publications reported in 2023. This increasing 

trend suggests a growing research interest in AI-based assessment within 

higher education, which may be associated with recent advances in AI 

technologies and the increased adoption of digital assessment systems 

in educational institutions.

3.4.1.2 . Geographical distribution of research. Table 7 presents the geo­

graphical distribution of AI-based assessment studies in higher education 

across 45 countries. The results show clear regional variation, with Asia 

contributing the largest share of studies, followed by North America and 

Europe. Within Asia, China represents the most prominent contributor, 

while research activity in North America is largely driven by the United 

States. European research output is more evenly distributed across multi­

ple countries. In contrast, relatively limited research activity is observed 

in South America, Africa, and Oceania, with contributions concentrated 

in a small number of countries.

The dominance of studies from China and the United States may 

be related to broader patterns in global AI research output and invest­

ment. Bibliometric evidence indicates that China and the United States 

collectively lead AI publication volume and citation impact, reflecting 

substantial national investment, research capacity, and well-established 

AI research infrastructures [13]. These conditions likely facilitate greater 

research activity in specialized domains such as AI-driven educational 

assessment. Conversely, lower representation from other regions may 

reflect disparities in research funding, technological readiness, and 

data accessibility rather than a lack of scholarly interest in AI-based 

assessment.

3.4.1.3 . Publication trends. The included studies on AI-based assess­

ment in higher education were published across both conference 

proceedings and journal venues. Overall, conference papers constitute 

a slightly larger proportion of the included studies compared to journal 

articles, as illustrated in Supplementary Figure A.9. This highlights the 

prominent role of conferences in disseminating research in this area.

In terms of publishers, the distribution indicates a strong presence 

of conference-oriented venues, particularly those associated with com­

puter science and engineering disciplines. The dominance of conference 

publications may reflect the fast-moving nature of AI research, including 

ML, DL, and LLM research, in which preliminary findings and emerging 

methods are often shared at conferences before they are published in 

extended journal versions. At the same time, journal publications are dis­

tributed across a wide range of outlets, highlighting the interdisciplinary 

character of AI-based assessment research across education, technol­

ogy, and engineering domains. Detailed information on journal-level 

publication distribution is provided in Supplementary Table A.12.

Overall, the prominence of conference venues reflects the rapid 

methodological evolution of AI-based assessment research, while the 

growing presence of journal publications suggests increasing consolida­

tion, validation, and interdisciplinary engagement within the field.

3.4.1.4 . Formative, summative, and both assessment implications. The in­

cluded studies were classified into three main assessment categories: 

formative, summative, and both. Studies categorized as using both as­

sessments refer to cases in which AI-based techniques were applied to 

support formative and summative assessment purposes within the same 

study. In these cases, studies reported the use of AI-based techniques 

to support both formative feedback and summative evaluation, either 

through a single AI model or through multiple AI-based tools applied 

within the same educational context. However, in many studies, it was 

not explicitly reported whether the use of both formative and summative 

assessment purposes was supported by a single AI system or by multi­

ple AI-based tools applied at different stages of the assessment process, 

as this information was not consistently reported across studies. These 

cases reflect study-specific integration of assessment purposes rather 

than systematic integration across the broader literature.

As shown in Fig. 6, formative assessment represents the dominant 

category across the reviewed studies, while summative-focused applica­

tions remain comparatively limited. Within formative assessment, most 

studies emphasize feedback, learning progress, and student engage­

ment, whereas summative assessment primarily focuses on performance 

evaluation. Studies applying both formative and summative approaches 
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Fig. 6. Distribution of formative, summative, and both assessment types in AI-based studies, showing the dominance of formative assessment and performance-focused 

applications.

also show a strong emphasis on performance-related outcomes, with 

relatively limited adoption of peer- or self-assessment strategies.

Overall, these findings indicate that AI-based assessment research 

in higher education is primarily oriented toward supporting learning 

processes through formative assessment and feedback rather than high-

stakes summative evaluation. The comparatively low representation of 

summative and peer- or self-assessment approaches highlights ongo­

ing challenges related to reliability, validity, and trust in automated 

assessment systems, particularly in evaluative contexts.

3.4.1.5 . Discipline research trends. Each included study was exam­

ined to identify the academic discipline from which student data were 

sourced, as summarized in Supplementary Figure A.10. The results in­

dicate a strong concentration of AI-based assessment research within 

STEM-related disciplines, with computer science representing the most 

dominant domain. Engineering, science, and health-related fields also 

show notable representation, reflecting the alignment between compu­

tational methods, data availability, and assessment applications in these 

domains.

In contrast, humanities, social sciences, business, and education-

related disciplines are less frequently represented. Within these areas, 

language-focused studies constitute the largest proportion of contribu­

tions, while disciplines such as arts, business, and education appear 

only occasionally. A limited number of studies adopt multidisciplinary 

perspectives by combining data across domains or applying AI-based 

assessment methods in diverse learning contexts.

Notably, a substantial subset of studies does not explicitly report 

the disciplinary context of the data used, indicating inconsistencies in 

reporting practices and highlighting the need for clearer documenta­

tion of application domains in AI-driven assessment research. Overall, 

these findings suggest that AI-based assessment has primarily evolved 

within technically oriented disciplines, where automated evaluation and 

performance-based tasks are common, while presenting opportunities 

for future research to adapt AI-driven assessment methods to a broader 

range of pedagogical contexts and learning outcomes.

3.4.2 . What AI techniques, including ML, DL, and LLM, are used for 

formative and summative assessments and feedback to enhance student 

outcomes?

To address this research question, the reviewed studies were ana­

lyzed by categorizing AI techniques according to their primary learning 

paradigms and assessment functions. Rather than functioning as iso­

lated methods, these techniques exhibit complementary strengths and 

limitations depending on assessment objectives, data type, and learning 

context. Supplementary Table A.13 summarizes the distribution of AI 

techniques across formative, summative, and both assessment contexts, 

highlighting the dominance of classification-based approaches and the 

emerging role of generative models.

The integration of AI, ML, DL, and LLM techniques in educational 

assessments has gained significant attention. Recent studies increas­

ingly distinguish LLM-based approaches from traditional NLP techniques 

used in earlier assessment systems. As reflected in the distribution of 

generative and text-mining techniques identified in this review, LLMs 

differ from rule-based or feature-engineering-driven NLP methods by 

enabling more flexible processing of student-generated text and sup­

porting automated feedback generation, tutoring, and conversational 

assessment. However, several challenges remain evident in the reviewed 

literature, particularly in relation to hallucination risks, response consis­

tency, and reliability when LLMs are applied in high-stakes summative 

assessment contexts. Consistent with the observed concentration of 

summative studies and dataset limitations, these issues raise concerns 

regarding assessment validity, grading fairness, and authorship verifica­

tion. As a result, most LLM-based applications identified in this review 

are predominantly deployed in formative assessment settings, where 

feedback and learning support are emphasized rather than final grading 

decisions.

Table 8 provides a comparative analysis of the identified AI tech­

niques, summarizing their typical assessment purposes, data types, 

student outcomes, strengths, and limitations, while the following sub­

sections discuss each technique in more detail.

3.4.2.1 . Classification. The most popular technique in higher educa­

tion is classification, which is a supervised learning approach designed 

to predict class labels based on input features. Classification techniques 

have been widely applied to enhance student outcomes by supporting di­

verse assessment tasks, including evaluating student programming skills 

to improve course delivery and identify struggling students [21,27,156], 

assessing student responses through automated systems to provide 

personalized feedback [35,69,79], and analyzing learning behaviors, en­

gagement, and interaction to enhance teaching practices and learning 

effectiveness [15,18,61,73,82,134]. In addition, classification has been 

used to assess student feedback quality [1,19,108,145,152], verify stu­

dent identity in oral and online assessments using audio responses [115], 
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Table 8 

Comparative analysis of AI techniques used in formative and summative assessments.

AI technique Assessment purposes Typical data types Typical student 

outcomes

Strengths Limitations Representative 

studies

Classification Performance predic­

tion, early warning, 

feedback automation, 

engagement analysis

Structured logs, text, 

speech

Performance, 

engagement, feedback

High predictive ac­

curacy; interpretable 

decision support; 

effective for early 

intervention

Sensitive to class 

imbalance; depends 

on labeled data

Section 3.4.2.1

Regression Score prediction, 

grade estimation, risk 

modeling

Numerical and 

temporal data

Scores, grades Quantifies continuous 

outcomes; useful for 

progression tracking

Limited for categori­

cal feedback; assumes 

linearity

Section 3.4.2.2

Clustering Learner profiling, 

behavior discovery, 

engagement grouping

Interaction logs, 

activity traces

Learning behavior, 

engagement

Uncovers latent 

patterns; no labels 

required

Results harder 

to interpret; not 

predictive

Section 3.4.2.3

Combination 

Approaches

Comprehensive out­

come prediction and 

learner modeling

Mixed data Performance, 

engagement, feedback

Captures comple­

mentary strengths of 

techniques

Higher com­

plexity; reduced 

interpretability

Section 3.4.2.4

Generative Data Automated feed­

back, text evaluation, 

conversational 

assessment

Essays, discussions, 

chats

Feedback, writing, 

coding

Handles open-text 

responses; scalable 

formative feedback

Hallucination risk; 

reliability issues in 

summative use

Section 3.4.2.5

Text Mining Sentiment analysis, 

feedback classification

Textual data Feedback, literacy Efficient content anal­

ysis; interpretable 

features

Limited contex­

tual understanding 

compared to LLMs

Section 3.4.2.6

Other Techniques Specialized assessment 

tasks (e.g., speech, 

simulation)

Domain-specific data Varies High task specificity Limited generalizabil­

ity

Section 3.4.2.7

appraise speeches to support language learning [29,77], and evaluate 

electronic virtual patient systems for healthcare education [20].

In supervised classification, algorithms such as random forest [2,4–

6,63,72,123], convolutional and artificial neural networks [45,68,87,

133], support vector machines [7,19,45,121], logistic regression [36,41,

89], and NLP-based models such as BERT [21,35,86] have been exten­

sively utilized due to their robust predictive capabilities. Consequently, 

classification approaches enable flexible assessment across different 

contexts and support the early identification of students who may re­

quire timely academic assistance, allowing decision-makers to provide 

proactive interventions and improve academic performance.

3.4.2.2 . Regression. Regression techniques are used to identify re­

lationships between dependent and independent variables and are 

primarily applied to predict continuous and numerical outcomes. Unlike 

classification, which predicts discrete classes, regression estimates val­

ues such as grades or scores. In higher education assessment, a limited 

number of studies have employed regression to predict student per­

formance and scores to support peer assessment, feedback processes, 

and teaching practices [7,65,83,141]. Common regression approaches 

include linear and Bayesian regression models [60,66,105], as well as 

random forest-based regression [64,78].

Overall, regression techniques have been used to forecast student 

performance and identify factors associated with academic risk in 

tertiary education. However, the relatively small number of studies 

highlights a potential gap in the literature, suggesting opportunities for 

further research on regression-based assessment approaches in higher 

education.

3.4.2.3 . Clustering. Clustering is an unsupervised learning technique 

that groups similar data instances to reveal underlying patterns in educa­

tional data. In higher education, clustering has been applied to enhance 

exam pass rates [98], analyze student performance [33,34], assess lan­

guage learning and writing activities [114,139], and examine student re­

flections, engagement, and feedback processes [113,126,128]. Through 

these applications, clustering supports the identification of learning pat­

terns that can inform teaching practices, curriculum adjustments, and 

early warnings of performance changes.

Most studies employed K-means clustering [32,110,137] due to its 

effectiveness in exploratory analysis without predefined labels. Similar 

to regression, the limited adoption of clustering techniques highlights a 

gap in current assessment research and suggests potential for expanded 

use in supporting data-driven decision-making in higher education.

3.4.2.4 . Combination approaches. The advancement of AI techniques 

has enabled the use of combination approaches that integrate classifi­

cation, regression, and clustering to analyze complex educational data. 

Several studies have combined classification and regression to assess stu­

dent performance, feedback, public speaking skills, and active learning 

outcomes [12,46,100,154]. Other studies have integrated classification 

with clustering to identify at-risk students, grade responses, and as­

sess student answers [84,99,140]. In addition, regression and clustering 

have been combined to predict final exam scores based on student 

engagement patterns [52].

These combination approaches allow for a more comprehensive 

analysis of student performance and engagement, supporting informed 

decision-making and timely interventions in higher education assess­

ments.

3.4.2.5 . Generative data. Generative AI techniques focus on creating 

new content, particularly human-like text, when applied through LLMs. 

In higher education, these techniques have been integrated with ML, 

DL, and NLP approaches to assess students’ creative work, program­

ming skills, language learning, argumentation, feedback, engagement, 

and cognitive levels [47,48,94,97,118,122,137,144]. The majority of 

generative assessment approaches rely on GPT-based LLMs [11,23,38,

132,137] to support adaptive feedback and interactive learning envi­

ronments. A small number of studies have applied generative models 

within supervised learning frameworks, typically using labeled datasets 

to evaluate generated responses or feedback quality.

The reviewed studies indicate a growing adoption of generative 

and LLM-based approaches in higher education assessment, particularly 

for tasks involving automated feedback, student response evaluation, 

programming assessment, and analysis of written text. Supplementary 

Table A.14 shows that most LLM-based applications rely on general-

purpose models, such as GPT-based architectures, primarily deployed 

in formative assessment settings to support feedback generation, en­

gagement analysis, and learning support. In contrast, relatively few 

studies report task-specific adaptation or fine-tuning of LLMs tailored to 
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particular assessment objectives. This reliance on generic models high­

lights methodological limitations related to reliability, consistency of 

outputs, and contextual sensitivity, especially when processing informal 

or diverse student-generated content [106,127]. As reflected in the re­

viewed studies, these limitations restrict the use of LLMs in high-stakes 

summative assessment contexts, where grading accuracy, authorship 

verification, and assessment validity are critical. Overall, the findings 

suggest that while LLMs demonstrate strong potential for enhancing 

formative assessment practices, further research is needed to explore 

customized and task-adapted LLM approaches to improve robustness 

and applicability in summative assessment scenarios.

These findings suggest that generative techniques can enhance as­

sessment flexibility and feedback quality; however, concerns related to 

ethical considerations, privacy, reliability, and appropriate use in high-

stakes assessments remain important challenges for future research.

3.4.2.6 . Text mining. Text mining techniques analyze unstructured 

textual data to extract meaningful information in educational contexts. 

In higher education, text mining has been applied to enhance student 

engagement, provide constructive feedback, identify early indicators of 

performance, and assess digital literacy skills [14,40,112,116]. NLP-

based models are commonly employed to support semantic analysis and 

feedback generation [14,40,70].

These techniques enable the analysis of student submissions, online 

discussions, and assessment content, contributing to improved feedback 

processes, reduced grading bias, and enhanced assessment validity and 

reliability.

3.4.2.7 . Other techniques. Other AI-related techniques include dimen­

sionality reduction, decision-making models, statistical analysis, infor­

mation retrieval, chatbots, fuzzy logic, and reinforcement learning. In 

higher education, these techniques have been applied to assess feed­

back quality and satisfaction [39,85,119], enhance interactive learning 

environments [10,55,147], evaluate language learning outcomes [81], 

support real-time feedback systems [31,53], and automate grading 

processes [42,105].

These approaches are often integrated into larger assessment sys­

tems to monitor student behavior, automate evaluation, and improve 

the overall quality of assessment and feedback in higher education.

3.4.3 . Is there any existing evidence regarding the effectiveness of AI-driven 

formative and summative assessment applications in predicting student 

outcomes?

Despite the use of formative and summative assessments in enhanc­

ing student outcomes, this research question elaborates on the existing 

evidence regarding the effectiveness of formative and summative as­

sessments in predicting student outcomes in higher education. Overall, 

assessments were frequently employed for the prediction of student 

outcomes, indicating a strong research interest in this direction. The 

included educational assessment studies were categorized into three 

groups: formative assessment, summative assessment, and formative and 

summative assessment (both). Together, these studies provide empirical 

evidence that AI-supported assessment, particularly formative and both 

approaches, can effectively support early prediction, intervention, and 

learning improvement in higher education.

The findings show that 64 out of the 159 included studies explic­

itly focused on predicting student outcomes using AI-based assessment 

approaches. Among these studies, formative assessment and both as­

sessment approaches were more commonly applied than summative 

assessment alone (see Fig. 7). In particular, studies applying both 

assessment types represented the largest proportion, suggesting that in­

tegrating assessment information across different stages of learning is a 

common strategy for outcome prediction.

Fig. 7 also illustrates how prediction functions are achieved in educa­

tional assessment through the distribution of AI techniques employed. 

Most of the reviewed studies relied on ML techniques, either alone or 

in combination with other approaches such as NLP or DL. This indi­

cates that ML remains the dominant predictive technique in educational 

assessment, likely due to its effectiveness in handling structured educa­

tional data and extracting predictive patterns related to student learning. 

A smaller number of studies employed DL methods or combined ML 

and DL techniques, while techniques such as NLP, explainable AI, and 

generative AI were used less frequently.

In terms of predicted student outcomes, academic performance was 

the most commonly investigated outcome, followed by student en­

gagement (Fig. 8). Fewer studies focused on predicting student scores, 

behaviors, emotional states, sentiment, or the quality of student reviews. 

These findings suggest that performance and engagement are consid­

ered the most relevant and measurable indicators of student outcomes 

in AI-based assessment research.

When examining the relationship between assessment types and pre­

dicted outcomes, formative assessment was primarily used to predict 

engagement, behavior, and emotional or sentiment-related outcomes. 

In contrast, summative assessment was more commonly associated 

with predicting final performance or scores. Studies applying both for­

mative and summative assessments tended to focus on performance 

prediction, indicating that combining ongoing assessment data with fi­

nal evaluation results can enhance prediction accuracy (see Fig. 8). 

This pattern suggests that formative assessment is particularly effective 

for modeling dynamic learning processes, while summative assessment 

remains primarily aligned with outcome certification rather than early 

prediction.

Evidence from individual studies further supports these observa­

tions. For example, in the formative assessment category, the work 

reported in [4] developed an explainable ML-based approach to pre­

dict student performance at the assignment and quiz levels. The results 

showed that random forest models achieved high predictive accuracy 

while also providing interpretable insights that supported feedback and 

learning improvement. In summative assessment contexts, the study de­

scribed in [104] introduced an ML-driven automatic assessment system 

for evaluating 3D computer animation coursework, demonstrating more 

consistent scoring compared to manual grading. Moreover, studies com­

bining both assessments, such as [75], showed that integrating data from 

automatic marking systems, discussion forums, and assessment scores 

enabled early and accurate prediction of students’ exam results.

Overall, the findings indicate that there is substantial evidence 

supporting the effectiveness of AI-based formative assessment and both 

assessment approaches in predicting student outcomes. In contrast, 

summative assessment is less frequently used for prediction purposes, 

possibly due to its high-stakes nature and limited data availability. 

These results highlight the importance of formative and both assessment 

strategies for supporting prediction, early intervention, and improved 

student outcomes in higher education. These findings align with 

learning analytics and formative assessment theories, which emphasize 

continuous feedback and data-driven insights as key enablers of student

success.

3.4.3.1 . Common features used. AI-based assessments commonly uti­

lize a range of student-related features to predict outcomes such 

as academic performance, scores, emotions and sentiments, engage­

ment, behavior, and the quality of student reviews, as summarized in 

Supplementary Table A.14. These features include quiz results, assess­

ment scores, frequency and consistency of task completion, and syllabus 

coverage. Historical academic performance is frequently employed, 

reflecting a strong reliance on prior learning behavior as an indicator 

of future outcomes. Additionally, clickstream activity logs and demo­

graphic information (e.g., age or gender) are often used to identify 

students at risk of failing or dropping out. Alongside these quanti­

tative indicators, textual and narrative feedback from instructors or 

peers provides qualitative insights that enhance predictive accuracy. 

Engagement-related metrics consistently emerge as influential predic­

tors across multiple studies.
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Fig. 7. Distribution of assessment types and AI techniques employed in studies predicting student outcomes, showing the dominance of ML and both assessment 

across formative, summative, and integrated assessment designs.

Fig. 8. Distribution of predicted student outcomes across formative, summative, and both assessment types, highlighting the predominance of performance and 

engagement prediction in AI-based assessment research.

For example, the study reported in [83] collected feedback from 

two consecutive assignments in a postgraduate data science course, us­

ing grades from the first assignment as a baseline to capture changes 

in student performance. Features such as initial assignment grades, 

use of interrogative language, and positive emotional expressions were 

found to be significant predictors of grade improvement in subsequent 

assignments.

Similarly, research described in [65] trained predictive models us­

ing grades assigned by both peers and instructors, explicitly accounting 

for assessor bias and grading precision. Instructor grades were used as 

ground truth, enabling the prediction of final grades while improving 

the validity of peer-assessed outcomes.

In another study, [157] combined quiz scores, syllabus coverage 

rates, the number of completed quizzes, student feedback, and historical 

performance records within the QLearn platform. These features were 

analyzed using ML algorithms to predict student progress, identify areas 

requiring improvement, and estimate final examination performance, 

supporting adaptive learning and personalized intervention.

Finally, the authors of [75] integrated data from an automatic mark­

ing and feedback system (PASTA), a discussion forum (Piazza), and 

assessment scores collected throughout the semester. Features extracted 

from assessment marks and student activity were used to train a deci­

sion tree classifier, which achieved prediction accuracies of 72.69% at 

the end of the semester and 66.52% mid-semester. These results demon­

strate how feature-rich models can support the early identification of 

student performance trends and timely academic intervention in higher 

education.

Across the reviewed studies, engagement- and performance-related 

features consistently emerge as the most influential predictors, suggest­

ing that combining behavioral traces with assessment artifacts enables 

more robust and timely predictions of student outcomes.

3.4.4 . What data sources are utilized for AI-driven assessments in higher 

education?

Various data sources are utilized for AI-based assessments in higher 

education. Overall, the datasets used in the reviewed studies can be 
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classified into customized, public, and fictional datasets. The majority 

of studies relied on customized datasets (𝑛 = 131; 82.39%), followed 

by public datasets (𝑛 = 19; 11.95%). Among the customized datasets, 

119 studies (74.84%) reported dataset sizes, while 12 studies (7.55%) 

mentioned the datasets without specifying size. For public datasets, 17 

studies (10.69%) reported dataset sizes, and two studies (1.26%) did 

not. In addition, seven studies (4.40%) did not clearly specify the dataset 

used, and two studies (1.26%) employed fictional datasets, with one re­

porting dataset size and one not. These distributions are summarized 

in Supplementary Table A.15 and visually illustrated in Supplementary 

Figure A.11. The following categories summarize the primary dataset 

types identified in the reviewed studies:

1. Customized Datasets

Customized datasets consist of private data collected directly 

from educational contexts and represent the most frequently used 

data source across the reviewed studies. These datasets can be 

further categorized as follows.

Educational Assessment Data

This category includes assessment-related measures such as 

test and assignment responses, scores [32,63,71,76,80], feed­

back [19,85,88,136], survey results [84,116,118,153], and other 

assessment artifacts [65,112,137] used to evaluate student un­

derstanding and the effectiveness of educational interventions. 

Historical academic performance and demographic information 

were also included in some studies [157]. This category is the 

most represented, with 58 studies, and dataset sizes ranging from 

small groups (e.g., 12 students) to large-scale datasets (e.g., over 

12,000 MOOC participants).

Educational Interaction Data

This classification focuses on data capturing student interac­

tion with learning systems, including log data [3,4,53,98,129], 

instructional modes, and video or audio recordings [5,41,45,77,

82,115,121,133]. It also encompasses interaction-based grades, 

student responses, feedback, and surveys. In total, 49 studies em­

ployed interaction data to analyze engagement, emotional states, 

and learning behaviors, with dataset sizes varying substantially—

from small classroom samples (e.g., 19 students) to large-scale 

datasets (e.g., millions of recorded interactions).

Student Responses and Performance Data

This category includes data directly related to students’ re­

sponses and performance in quizzes, assignments, and exams, 

as well as engagement measures during learning activities [14,

29,33,42,59,69,79,139]. Unlike interaction data, this category 

excludes system logs and survey data and focuses on individual-

level performance metrics. Nineteen studies fall into this cate­

gory, with dataset sizes ranging from small samples to several 

thousand students.

Student Academic Records

This category primarily includes final grades and academic 

performance records, occasionally linked to course-related em­

ployment outcomes [155]. Only one study relied on this data 

type, and the dataset size was not specified.

Specialized Datasets

A small subset of studies employed highly specialized datasets 

tailored to specific application domains, such as patient histories 

[20], physical activity data [15], Java code repositories [21], and 

neurosurgical performance metrics [49]. These datasets illustrate 

the diversity of customized data used in AI-based educational 

assessment, particularly in domain-specific training contexts.

2. Public Datasets

Public datasets consist of openly accessible data obtained from 

external sources, as detailed in Supplementary Table A.15, which 

provides direct links to the datasets used. These datasets were 

less frequently employed than customized datasets but enabled 

reproducibility and cross-study comparisons in some cases.

3. Fictional Datasets

Fictional datasets are artificially constructed for experimen­

tal purposes rather than being collected from real educational 

settings. Only two studies [9,126] employed fictional datasets, 

indicating that this approach is comparatively uncommon in 

AI-based assessment research in higher education.

The heavy reliance on customized, institution-specific datasets high­

lights persistent challenges related to data accessibility, reproducibility, 

and large-scale validation in AI-based assessment research, underscoring 

the need for greater use of shared benchmark datasets and transparent 

data reporting in future studies.

4 . Discussion

This SLR investigated the impact of formative and summative as­

sessments and feedback in higher education through the use of AI 

techniques, including ML, DL, and LLMs. Based on the synthesis of 

159 primary studies, the findings provide robust empirical evidence on 

how AI-driven assessment practices support student learning, outcome 

prediction, and instructional decision-making. This section interprets 

the results through established educational and assessment theories, 

discusses practical implications, and highlights ethical, methodologi­

cal, and policy-related challenges that shape the future development of 

AI-based assessment in higher education.

4.1 . Theoretical interpretation of findings

4.1.1 . Dominance of formative assessment and learning theory alignment

One of the most consistent findings of this review is the dominance 

of formative assessment in AI-driven educational research. The major­

ity of studies apply AI techniques to support feedback, engagement 

monitoring, and early identification of at-risk students rather than high-

stakes grading. From a pedagogical perspective, this trend aligns closely 

with constructivist learning theory, which emphasizes active knowledge 

construction through continuous interaction, feedback, and reflection. 

AI-driven formative assessment systems support these processes by gen­

erating timely, data-driven feedback and enabling students to regulate 

their learning paths.

The strong association between formative assessment and prediction 

tasks reflects principles of personalized learning, where assessment is 

used not only to measure achievement but to adapt instruction to in­

dividual needs. Predictive and adaptive models that use formative data 

allow instructors to intervene early, tailor support, and improve learning 

outcomes. In contrast, the relatively limited adoption of AI in sum­

mative assessment contexts reflects ongoing theoretical and practical 

concerns related to reliability, transparency, fairness, and accountabil­

ity. Summative assessment serves certification and decision-making 

functions that require strong evidential standards, which many AI 

techniques, particularly generative models, do not yet consistently meet.

Overall, the findings reflect both the strengths and limitations of cur­

rent AI-based assessment research. While significant progress has been 

made in developing formative assessment models, addressing gaps in 

summative, peer, and self-assessment approaches would contribute to 

a more comprehensive and balanced assessment framework. Expanding 

research across diverse educational systems and cultural contexts would 

further enhance the global relevance and equity of AI-based assessment 

practices.

Disciplinary patterns further contextualize these findings. The re­

viewed studies are heavily concentrated in STEM fields, particularly 

computer science and engineering, where structured assessment tasks 

and digital data are readily available and closely aligned with computa­

tional methods. In contrast, humanities, social sciences, and education-

focused disciplines remain underrepresented, indicating substantial op­

portunities to extend AI-based assessment approaches to more diverse 

pedagogical contexts and learning outcomes.
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4.1.2 . Complementary roles of AI techniques across assessment purposes

The distribution of AI techniques identified in this review indicates 

that different methods are applied to address distinct assessment pur­

poses, rather than being used interchangeably as universal solutions. 

Classification-based approaches dominate the literature due to their 

effectiveness in performance prediction, early warning systems, and 

feedback automation. These techniques align well with learning ana­

lytics frameworks that prioritize predictive insight and decision support 

for instructors and institutions.

Regression and clustering techniques, although less frequently ap­

plied, offer distinct contributions, which may partially explain their 

limited adoption in applied educational settings. Regression models 

support continuous outcome prediction, such as score estimation and 

student progression tracking, while clustering methods enable learner 

profiling and pattern discovery without predefined labels. Their limited 

use suggests not a lack of potential but rather greater methodological 

complexity and interpretability challenges within educational contexts. 

While several studies demonstrate promising applications, existing evi­

dence remains preliminary, indicating the need for further research to 

optimize predictive accuracy, robustness, and pedagogical usefulness.

The emergence of generative AI and LLM-based approaches rep­

resents a conceptual expansion of AI-supported assessment. Unlike 

traditional predictive models, generative techniques enable language-

centered assessment practices, including automated feedback, conversa­

tional assessment, and evaluation of open-text responses. The reviewed 

studies indicate that LLM-based applications are predominantly de­

ployed in formative assessment settings, where feedback quality and 

learning support are prioritized. This pattern reflects persistent concerns 

related to hallucinations, response consistency, authorship verifica­

tion, and transparency, which currently constrain the use of LLMs in 

high-stakes summative assessment contexts. Difficulties in processing 

informal language, mixed registers, and discipline-specific terminology 

further limit reliability in peer review and self-assessment scenarios 

[106,127].

Taken together, the findings suggest a functional division of labor 

among AI techniques: predictive models primarily support monitor­

ing and early intervention, while generative models enhance feedback 

richness and learner engagement. Hybrid and integrated approaches 

combining multiple techniques appear promising for capturing complex 

learning dynamics; however, further research is required to optimize 

their predictive accuracy and adaptability across different assessment 

contexts.

4.1.3 . Assessment and prediction of student outcomes

The strong emphasis on predicting student outcomes situates AI-

based assessment solidly within the learning analytics approaches that 

emphasize prediction, early identification, and data-informed support. 

Most predictive applications draw on formative or both formative and 

summative assessment data, reinforcing theoretical perspectives that 

conceptualize assessment as an ongoing process for understanding learn­

ing paths rather than a retrospective evaluation of achievement. When 

summative data are combined with formative indicators, prediction ac­

curacy improves, indicating that integrated assessment designs provide 

a more comprehensive representation of student learning behaviors.

Prediction effectiveness is closely linked to feature selection and data 

richness. Engagement metrics, historical academic performance, and in­

teraction data consistently emerge as influential predictors, supporting 

theoretical assumptions that learning is shaped by behavior, effort, and 

context in addition to outcomes. These findings highlight the importance 

of longitudinal and multimodal data for advancing AI-driven assessment 

research in higher education.

4.2 . Practical implications for higher education

From a practical perspective, the findings have clear implications 

for teaching practice, assessment design, and institutional policy. For 

instructors, AI-driven formative assessment systems can support timely 

feedback, early identification of learning difficulties, and targeted peda­

gogical interventions, reducing reliance on end-of-course examinations 

alone. AI-based tools should therefore be viewed as decision-support 

systems rather than replacements for instructor judgment.

The comparatively limited adoption of AI in summative assessment 

contexts suggests that high-stakes uses require cautious implementa­

tion. While AI can improve consistency and efficiency for structured 

evaluation tasks, hybrid human-AI assessment models remain the most 

appropriate approach for complex or subjective assessments. In such 

models, AI supports analysis and feedback generation, while educators 

retain responsibility for final grading and academic decisions.

At the curriculum level, the findings highlight the value of design­

ing continuous, low-stakes assessments that generate meaningful data 

throughout the learning process. Integrating formative and summative 

assessment data enhances predictive accuracy and supports adaptive 

learning pathways. However, the heavy reliance on customized and 

institution-specific datasets underscores the need for standardized re­

porting and documentation practices to improve transferability and 

scalability.

4.3 . Ethical, methodological, and policy challenges

Despite growing adoption, several ethical and methodological chal­

lenges persist. Many AI-driven assessment systems rely on historical and 

institution-specific data, which may encode existing inequities related to 

access, demographics, or curriculum design. The predominance of pri­

vate datasets raises concerns regarding generalizability, reproducibility, 

and fairness.

Transparency and explainability remain central challenges. Although 

predictive models are frequently used to identify at-risk students, rel­

atively few studies clearly explain model reasoning or feature contri­

butions. This lack of interpretability affects trust and accountability, 

particularly when assessment results influence progression or certifica­

tion.

The adoption of LLM-based assessment introduces additional risks, 

including hallucinations, response inconsistency, and sensitivity to in­

formal language (e.g., slang, mixed linguistic registers, and discipline-

specific terminology). The widespread reliance on general-purpose 

LLMs, rather than task-adapted models, limits robustness in formative 

contexts such as peer and self-assessment, as well as in summative 

evaluation scenarios. While these limitations primarily affect feedback 

quality and interpretability in formative assessment, they pose more sub­

stantial concerns in summative assessment settings, where reliability, 

transparency, and grading validity are critical. These challenges high­

light the need for rigorous validation protocols, task-specific adaptation, 

and sustained human oversight before LLM-based systems are extended 

beyond formative contexts and considered for high-stakes summative 

assessment use.

These findings also highlight the need to balance context-specific 

(customized) datasets with greater use of public and well-documented 

data sources in order to enhance transparency, reproducibility, and 

cross-study comparability in AI-based educational assessment research. 

At the policy level, the review further reveals a lack of consistent gov­

ernance frameworks guiding the use of AI in educational assessment. 

Institutions therefore need to establish clear policies addressing data 

privacy, informed consent, transparency, bias mitigation, and human 

oversight, alongside professional development initiatives that enable 

educators to interpret and responsibly apply AI-generated insights.

4.4 . Future research directions

The findings of this review point toward several concrete direc­

tions for future research. First, greater emphasis is needed on hybrid 

human-AI assessment frameworks that balance automation efficiency 

with pedagogical accountability, particularly in summative contexts. 

Second, the development of task-specific and domain-adaptive LLMs 
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may enhance robustness, fairness, and reliability in language-based as­

sessment tasks. Third, multimodal AI approaches integrating textual, 

behavioral, and interaction data offer opportunities to capture richer 

representations of learning processes beyond academic performance 

alone, particularly in formative assessment contexts. Finally, strengthen­

ing reproducibility through shared datasets, standardized benchmarks, 

and transparent reporting practices is essential for advancing cumulative 

knowledge and responsible AI-based assessment research in higher edu­

cation. In addition, future research would benefit from clearer and more 

consistent classification of AI-based assessments according to their pri­

mary purpose. Distinguishing whether AI-driven systems are intended to 

support formative learning processes, summative evaluation, or a com­

bination of both would improve methodological transparency, enhance 

comparability across studies, and strengthen cumulative evidence in this 

field.

5 . Conclusions and limitations

Advancements in AI, particularly ML, DL, and LLMs, have substan­

tially influenced formative, summative, and both assessment practices 

in higher education disciplines. Across the reviewed studies, AI-driven 

techniques demonstrate strong potential for predicting academic out­

comes, assessing performance and engagement, analyzing emotional and 

behavioral indicators, and supporting feedback and review processes. 

This SLR, covering studies published between 1997 and 2024, reveals a 

marked growth in AI-based educational assessment research since 2019, 

reflecting increasing institutional and scholarly interest in data-driven 

assessment practices. The predominant use of supervised and unsuper­

vised techniques, most notably classification, regression, clustering, and 

generative models, highlights both the maturity of predictive analytics 

in education and the expanding role of language-based assessment tools. 

Analysis of publication and geographic trends further indicates that re­

search activity is concentrated in Asia and North America, particularly 

in China and the United States, with computer science and engineering 

disciplines leading this work.

While AI-driven formative assessment has become well established 

as a tool for feedback, early intervention, and learning support, the 

comparatively limited and cautious use of AI in summative and other 

high-stakes assessment contexts reflects persistent concerns regarding 

reliability, transparency, fairness, and accountability. This imbalance 

underscores the need for balanced and hybrid assessment frameworks in 

which AI augments, rather than replaces, human judgment, particularly 

when assessment outcomes carry significant academic consequences.

Importantly, this review highlights that AI techniques in educational 

assessment function in complementary ways rather than as isolated so­

lutions. Classification methods dominate due to their effectiveness in 

early warning systems and performance prediction, whereas regression 

and clustering approaches, though less frequently applied, offer valu­

able support for continuous outcome estimation and learner profiling. 

Generative AI and text mining approaches provide scalable, language-

centered assessment and feedback capabilities, particularly in formative 

contexts; however, ethical considerations, privacy risks, and robustness 

limitations must be addressed before broader adoption in summative 

assessment settings. Together, these findings suggest that integrated, 

multi-technique assessment ecosystems may offer the most promising 

pathway for advancing precision, adaptability, and inclusiveness in 

higher education assessment.

From an institutional perspective, the findings emphasize the im­

portance of investing in assessment infrastructures that support ex­

plainability, data governance, and instructor oversight. At the same 

time, the strong reliance on customized and institution-specific datasets 

raises concerns about generalizability and reproducibility, reinforcing 

the need to balance context-specific data with greater use of public, 

well-documented datasets and standardized reporting practices.

Despite its contributions, this review has several limitations that 

should be acknowledged. First, the scope is restricted to higher 

education, excluding insights from primary, secondary, and vocational 

education contexts. Second, only English-language publications were 

considered, which may limit geographic representation. Third, the re­

view primarily centers on AI-supported prediction of student outcomes, 

rather than providing detailed comparative evaluations of assessment 

methods or algorithmic performance. Fourth, no systematic bench­

marking of AI models was conducted, meaning conclusions regard­

ing algorithm superiority remain tentative. Finally, although extensive 

database searches were conducted, limitations in keyword selection 

and database coverage may have resulted in the omission of relevant 

studies, and inconsistent reporting practices in primary studies occa­

sionally constrained more detailed classification decisions of assessment 

purposes.

Overall, these limitations highlight important directions for future 

research, including broader educational contexts, more diverse linguis­

tic and geographic coverage, comparative evaluation of AI models, and 

stronger open-science practices. Addressing these gaps will be essen­

tial for advancing robust, ethical, and pedagogically grounded AI-based 

assessment in higher education.
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