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Abstract 

This text describes different aspects of the design of a Doctor-on-a-Chip 

device. Doctor-on-a-Chip is a DNA analysis system integrated on a single chip, 

which should provide all of the advantages that stem from the system integration, 

such as small sample volume, fast and accurate analysis, and low cost. The text 

describes all of the steps of the on-chip sample analysis, including DNA extraction 

from the sample, purification, PCR amplification, novel dielectrophoretic sorting of 

the DNA molecules, and finally detection.  

The overview is given of the technologies which are available to make the 

integration on a single chip possible. The microfluidic technologies that are used to 

manipulate the sample and other chemical reagents are already known and in this 

text they are analyzed in terms of their feasibility in the on-chip system integration. 

These microfluidic technologies include, but are not limited to, microvalves, 

micromixers, micropumps, and chambers for PCR amplification.   

The novelty in the DNA analysis brought by Doctor-on-a-Chip is the way in 

which the different DNA molecules in the sample (for example, human and virus 

DNA) are sorted into different populations. This is done by means of 

dielectrophoresis – the force experienced by dielectric particles (such as DNA 

molecules) when subject to a non-uniform electric field. Different DNA molecules 

within a sample experience different dielectrophoretic forces within the same 

electric field, which makes their separation, and therefore detection, possible.  

In this text, the emphasis is put on numerical modelling of the 

dielectrophoretic effect on biological particles. The importance of numerical 

modelling lies in the fact that with the accurate model it is easier to design systems 

of microelectrodes for dielectrophoretic separation, and tune their sub-micrometre 

features to achieve the maximum separation efficacy. The numerical model 

described in this text is also experimentally verified with the novel microelectrodes 

design for dielectrophoretic separation, which is successfully used to separate the 

mixture of different particles in the micron and sub-micron range.  
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Nomenclature 

 

td diffusion time 

xd  diffusion length 

D diffusion coefficient 

Δp pressure drop across the pumping chamber 

ξ pressure loss coefficient 

ρ, ρm mass density of the fluid 

û mean fluid velocity 

η diffuser efficiency ratio 

q electric charge 

E  electric field strength 

P polarization factor 

F force (dielectrophoretic force on a particle) 

p dipole moment of a polarized particle 

v  volume of a particle 

T  dielectrophoretic torque on a particle 

Z  impedance  

ω angular frequency 

C capacitance of a capacitor 

A  surface area of a parallel plate capacitor 

ε permittivity  

~  complex permittivity 

ε0 permittivity of vacuum 

εr relative permittivity of material 

σ conductance of material 

~  effective polarisability  

fCM Clausius-Mossotti factor 

MW  Maxwell-Wagner relaxation frequency 

γ12 ratio between the outer and the inner shell radius for homogenous sphere 

Re real part of a complex value 

Re imaginary part of a complex value 

Ф electric potential  


~

 complex value of electric potential  

ΦR real part of electric potential 

ΦI imaginary part of electric potential 

E
~

 complex value of electric field 

ERMS root mean square value of electric field 

DEPF  time averaged value of DEP force 
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k Boltzmann constant 

T temperature in the system of microelectrodes 

g  acceleration under gravity 

v velocity of a particle 

u velocity of the fluid in the channel  

Q total volume flow rate  

p0 pressure drop across the flow through separation system 

l, w, h length, width and height of the flow through separation system 

f body force on the fluid in Navier-Stokes equation 

Re Reynolds number 

η  fluid viscosity 

ρc charge density 

cp  specific heat of fluid at constant pressure 

Fη viscous drag force on particle suspended in fluid 

f friction factor 

m particle mass 

vDEP velocity of particle in suspending medium under influence of DEP force 
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Chapter 1. Introduction 

Over the past decade, the research and development in the area of 

microfluidics opened a new era in molecular biology, chemistry and medicine [e.g. 

1-34]. System integration, as the most important topic in microfluidics studies, 

brings many advantages over standard laboratory techniques in aforementioned 

scientific and commercial areas. The market value for MEMS devices for fluid 

regulation has reached 9 billion dollars in the year 2000, and this figure does not 

include many systems that were still in the prototype stage [7-9]. Clearly, the “lab on 

a chip” vision is the main driving force for the research in microfluidics, as the 

integration will inevitably lead to cheap, disposable and reliable mass-produced 

systems for chemical analysis, delivery of drugs, bioreactors, medical analysis, and 

so forth. 

Another important scientific field that received a significant boost with the 

development of the microfabrication technology is particle handling utilizing 

electric fields [e.g. 35-60]. Particular to the effect of dielectrophoresis, it was 

thought that controllable manipulation of particles in the submicron range is 

impossible, because high electric fields required would generate liquid flow that 

would overcome the dielectrophoretic force [15]. However, the developments in the 

micro- and nano-fabrication technology have made it possible to generate electric 

fields in the order of MV/m utilizing microelectrodes with applied voltages as low 

as 1 V. Relatively low power dissipation in such systems of microelectrodes allows 

controllable manipulation of particles as small as spheres with 14 nm radius [e.g. 

188].  

Doctor-on-a-Chip is an integrated micro system that combines a microfluidic 

network and a system of microelectrodes to analyze DNA from a biological sample 

[202-203]. The microfluidic network is used to extract, purify and amplify DNA 

from the sample, and the microelectrodes sort different DNA fragments (if present 

in the sample) and transport them to the detection points utilizing dielectrophoresis. 

There, the DNA is analyzed to provide the answer about presence of a certain 

pathogen or virus within the sample. Virus detection methods based on detection of 

their DNA have many advantages compared to other methods of detecting viruses 

[279]. These other methods include: 
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 Multiplication of the virus in a suitable cell culture and detection of the virus 

based on the effects it caused, 

 Serology, i.e. a method which detects the virus based on its interaction with 

the antibody directed specifically against it, and 

 Direct method of detecting the virus by using electron microscopy (optical 

microscopes are unable to detect viruses due to their small size).   

All of these methods have significant disadvantages compared to DNA detection 

based methods, in terms of scaling for commercial purposes, speed of the analysis, 

cost, and accuracy [279]. This makes the methods based on DNA detection more 

suitable for commercial applications, both in standalone hand-held devices and 

standard laboratory tests and equipment.  

Compared to standard analysis performed in a laboratory on a larger scale, 

integration of DNA analysis onto a single chip has many advantages [6]: 

 Capability of microfluidic devices to reliably manipulate even picolitre 

volumes significantly reduces sample and reagents volumes and therefore 

costs of the analysis. Additionally, if only a small quantity of a sample is 

available, a network of microfluidic devices combined with the integrated 

PCR process can analyze the sample in a reliable manner, 

 Small volumes usually decrease the time needed for DNA analysis. For 

example, integration of PCR reduces the volume and the thermal mass of a 

PCR mixture and therefore enables effective rapid thermal cycling, 

 Integration and automation of DNA analysis decrease the possibility of 

contamination and potential human error, making the analysis more reliable, 

and  

 Standard microfabrication technology allows mass production of inexpensive 

and disposable devices for DNA analysis. 

1.1 Aims and objectives 

Doctor-on-a-Chip can be functionally divided in three main parts based on 

the function they perform ([203], more details will be given later in chapter 4): 

 A microfluidic network extracts DNA from a sample of blood or other body 

fluid introduced onto a chip, purifies the DNA and amplifies the target DNA 

to facilitate the detection. 
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 Microelectrodes of a suitable layout are used to sort the DNA into sub-

populations utilizing dielectrophoresis.  

 Following the dielectrophoretic sorting, the points of detection are 

investigated for the presence of pathogen DNA. 

The research can be conducted on all three functional parts separately, 

bearing in mind the problems related to their integration onto the same chip, which 

is by no means a straightforward task.  

The network of microfluidic devices must supply the purified DNA in 

sufficient amount for the subsequent detection to be highly reliable. The objectives 

of this part of the research are as follows: 

 A microbiological protocol suitable for on-chip implementation needs to be 

clearly defined. As envisaged, Doctor-on-a-Chip will process samples 

originating at various biological sources: human, animal, plant, etc. Ideally, 

the protocol must be equally efficient on all of them, or otherwise different 

platforms and different chips must be developed for different applications. 

 After the protocol has been defined, the physical properties of the liquids 

involved need to be summarized. Based on this, the conclusion will be drawn 

on which method of pumping and mixing is the most efficient by means of 

reliability, simplicity (and therefore the cost of production), time of 

completion, size, and power consumption (the temperature is a sensitive 

parameter in most biological applications). 

 Based on the quantities and the properties of the liquids, the microfluidic 

network (channels, pumps and mixers) can be physically designed and tested 

for feasibility.  

 External electric circuitry needs to be specified to drive the active elements 

on the chip (PCR heaters, pump, active mixers, etc.). 

As stated above, the second functional part of the chip comprises of the 

microelectrodes for sorting the DNA into sub-populations according to their 

physical and dielectric properties. For this, the following objectives must be 

addressed: 

 The method has to be defined which enables the sorting of the DNA 

fragments and their physical separation. This includes the design of the 

microelectrodes layout and how they are connected to a power supply (a 
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multi-phase versus a single-phase voltage, etc.). The size of DNA also has to 

be addressed as an important parameter. This is implemented through size of 

the primers for PCR amplification. 

 To facilitate the microelectrodes design, a CAD tool needs to be developed 

for dielectrophoretic force calculation.  

 To support the calculation and generally the estimation of behaviour of DNA 

when subjected to dielectrophoresis, the dielectric properties of the DNA and 

the suspending medium need to be known in a desired range of frequencies. 

These parameters need to be measured for different DNA molecules and for 

different mediums, and based on their values reasonable decisions can be 

made on the microelectrodes dimensions, the medium conductivity, the 

frequency of the applied voltage and other important parameters.  

Finally, the third functional part of the chip detects the pathogen DNA if 

present within the sample. The method of choice needs to be suitable for integration 

with the microelectrodes and highly reliable. Ideally, the method does not need to 

detect the DNA sequence, but just the presence of the DNA molecules at the point of 

detection. In other words, PCR and the microelectrodes must serve as the filters for 

different DNA fragments separation, so that only specific pathogen DNA can find 

its way to specific detection points. If there is DNA at a given point of detection (i.e. 

the DNA passed through the aforementioned PCR/dielectrophoretic filters), we 

know which pathogen is in question.  

The focus of this thesis will be on the concept of Doctor-on-a-Chip and the 

CAD tool for the dielectrophoretic force calculation. For the latter, the main 

objectives are: 

 A review of forces that are relevant for a suspension of DNA molecules or 

any other particles at the micrometre scale, 

 Implementation of a numeric algorithm for mesh generation for a structure of 

interest and calculation of the forces on particles,  

 Viewing the simulation results in Matlab, 

 Experimental dielectrophoretic separation of particles by using the novel 

method described in chapter 4. The experiments were performed in 

collaboration with Mr Beresford Malyan, to whom I am thankful for his most 

valuable contribution.  
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 Investigation of correlation between the experimental results and the 

simulation. 

To achieve these objectives, a thorough review of available literature needs 

to be performed to investigate the existing technologies available to date for on-chip 

DNA analysis. Due to complexity of the analysis, theoretical background in several 

different fields needs to be obtained, namely biological concepts associated with 

DNA analysis, electrical and mechanical properties of DNA molecules relevant for 

this purpose, dielectrophoretic effect on small particles (including DNA molecules) 

on a micro- and nanoscale, and microfluidic technologies available to date for 

manipulation of DNA sample on a chip, including extraction, purification and 

multiplication of DNA molecules. The literature review of these and other relevant 

facts resulted in a proposal of Doctor-on-a-Chip concept, as will be shown in chapter 

4. After developing the concept of the chip, the emphasis will be set on numerical 

modelling of dielectrophoretic effect on biological molecules subjected to electric 

field in a system of microelectrodes. The model will be written in the C++ 

programming language, with a simple user interface to describe the system and enter 

its geometry into the model. The program needs to generate a suitable mesh of 

points at which the field and the force will be calculated. The values in these points 

are stored in ASCII files, which can serve as an input to Matlab for easy viewing of 

the electric field distribution, dielectrophoretic force magnitude and direction, and 

other relevant effects and properties. After the model has been developed, the 

numerical modelling of dielectrophoresis can be compared with the real 

experimental data, which were generated by using a novel layout of microelectrodes 

for separation of small particles and molecules. This layout is used in Doctor-on-a-

Chip for separation of DNA molecules into subpopulations for easy detection of 

pathogens in the sample. The numerical model will also be used to analyze other 

experimental results published elsewhere in literature.  

1.2 Content of the thesis 

Chapter 2 gives a literature review of biological concepts and some of the 

important technologies for DNA analysis relevant to Doctor-on-a-Chip. It starts with 

the general overview of a biological cell structure, and continues with emphasizing 

the differences between structures of viruses and bacteria and the most relevant 
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mechanical and electrical properties of DNA. This is followed by the overview of 

surface based and microfluidic based systems for DNA analysis. More emphasis is 

given on the microfluidic based systems, since Doctor-on-a-Chip also falls into that 

category. Hence, detailed description is given of microfluidic technologies available 

for controlling, mixing and transporting liquids on microfluidic chips. This is 

followed by the description of polymerase chain reaction method (PCR) for 

multiplication of targeted DNA molecules in the sample, and the technologies for 

performing PCR on microchips. The chapter concludes with the overview of various 

on-chip DNA detection methods that could be utilized with Doctor-on-a-Chip.  

In chapter 3 different aspects of the dielectrophoretic effect are described. 

The chapter starts with the theoretical description of dielectrophoresis, and gives an 

overview of main mathematical equations that are later used for developing the 

numerical model. The theoretical description is followed by practical examples of 

using dielectrophoresis for separation of particles, which includes dielectrophoretic 

traps, travelling wave dielectrophoresis, electrorotation, and other methods. The 

chapter ends with the description of main fluid dynamics effects in microsystems 

with fluids and their relevant mathematical equations.  

Chapter 4 presents the concept of Doctor-on-a-Chip as a total analysis 

system that integrates extraction and purification of DNA with PCR and 

dielectrophoretic separation and detection on a single chip. The novel system of 

microelectrodes used for DNA separation is also described, together with the 

overview of main building blocks of the chip, the tasks they perform, and how they 

are integrated with one another.   

Chapter 5 describes the mathematical model for simulation of 

dielectrophoresis. It gives an overview of the main equations used in the numerical 

analysis of the dielectrophoretic force and the temperature distribution within the 

microchannel. This is followed by a more detailed overview of the program building 

blocks, and some of the more important concepts in developing the numeric 

algorithms, such as mesh generation and finite difference method for electric 

potential and temperature distribution calculation.  

Chapters 6 and 7 show experimental verification of the numerical model on 

several dielectrophoretic separation methods. In chapter 6, the simulation of the 

castellated system of microelectrodes and travelling wave dielectrophoretic array is 

given, followed by the investigation of the dependence of the temperature within the 
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microchannel on the conductivity of the suspending medium. Chapter 7 shows the 

numerical analysis of the separation of two populations of latex spheres by using 

dielectrophoresis and fluid flow. The numerical results are compared and analysed 

together with the practical experimental results.  

Chapter 8 covers the main conclusions drawn from this thesis, and the 

proposal for future work.  

1.3. Contribution to knowledge and publications 

This thesis presents a new concept of a microchip for DNA analysis. The 

microchip is capable of detecting pathogens within a sample, by performing all of 

the steps in the process of DNA analysis. These steps include DNA extraction, 

purification and PCR multiplication, followed by dielectrophoretic separation of 

different DNA sub-populations, and detection of the target DNA (if present within a 

sample).  

The microchip utilizes known methods of DNA sample preparation, which 

includes the protocol for DNA extraction and purification, and multiplication of 

target DNA with PCR. The protocol is implemented on the chip by using already 

known microfluidic methods of pumping and mixing of the sample and the reagents 

needed to perform the chemical reactions for DNA isolation. Once the sample is 

prepared, it is amplified in the PCR chamber, again using already available methods. 

The multiplication of target DNA is followed by the novel method of DNA 

separation into different sub-populations, which is based on dielectrophoresis. This 

is done by using a new proposed and tested layout of microelectrodes, as described 

in chapter 4. After the DNA is separated, the pathogen DNA can be detected if 

present within the sample, by using a known method of impedance measurement. 

This provides the final answer about the presence of the pathogen within the sample, 

and thus completes the analysis.  

In summary, the microchip utilizes already known methods and some 

original ones to perform complete sample analysis on-chip. The originality of this 

approach lies in the fact that the new dielectrophoretic method is used to separate the 

DNA, and that this new method is integrated with some other already known 

methods (DNA preparation and detection) to build the entire analysis system.  
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The second part of the thesis covers the numerical model for 

dielectrophoretic force analysis. The model is written from scratch in the C++ 

programming language, and allows the user to specify different layouts of 

microelectrodes through a simple user interface. In this way, the user can simulate 

different scenarios on the computer and come closer to the final setup of the system 

without going through the expensive process of trial and error and converging to the 

optimal setup by making many different prototypes. The model, which presents a 

unique method of simulating dielectrophoresis in the custom configurable software, 

is tested with several different configurations of microelectrodes and the results of 

the simulations have shown good correlation with the published experimental 

results.   

This research produced the following publications:  

 Numerical modelling of dielectrophoretic effect for submicron particles 

manipulation  

B. Malnar, W. Balachandran, and F. Cecelja 

IOP Conference Series, No. 178, 2004, 215-220 

 Separation of latex spheres using dielectrophoresis and fluid flow 

B. Malnar, B. Malyan, W. Balachandran, and F. Cecelja 

IEE Proceedings on Nanobiotechnology, Vol. 150, No. 2, 2003, 66-69 

 3D simulation of travelling wave dielectrophoretic force on particles 

B. Malnar, W. Balachandran, and F. Cecelja 

Proceedings of the ESA-IEEE Conference on Electrostatics, Vol. 1, USA 2003 

 Doctor on a Chip 

B. Malnar, B. Malyan, F. Cecelja, and W. Balachandran 

MIPRO Proceedings,  2005  
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Chapter 2. Miniature Systems for Microbiological Analysis 

This chapter describes the miniature systems in the area of microbiological 

analysis that already exist and are being developed. The focus will be on DNA 

analysis systems, basic elements of microfluidic networks, and, what is also 

important in the case of Doctor-on-a-Chip, current state of the art PCR techniques 

on a micro scale. An overview of certain microbiological aspects (such as structures 

of biological cells and viruses, DNA molecules and their physical properties) is also 

given to better understand the idea behind Doctor-on-a-Chip.  

2.1. Microbilological background of cells, viruses and DNA  

This section gives a short overview of basic microbiological aspects of DNA 

technologies. The overview of cellular and viral structures is given, followed by the 

overview of the structure of a DNA molecule. Finally, some of the most important 

physical properties of DNA are also described, as they are important to better 

understand the techniques used in the DNA analysis methods described in chapter 2.  

2.1.1. Cellular structure 

A cell is the fundamental structural unit of all living organisms. A cell is a 

self contained unit separated from its surroundings by a cytoplasmic membrane that 

serves as a limiting boundary [35, 37]. The membrane regulates the passage of 

materials into and out of the cell. Such a regulation allows the cell to maintain a 

more organized internal state than the cell‟s external surroundings. Within the 

membrane, the cell contains a fluid called cytoplasm in which chemical reactions 

that transfer the energy and materials needed for the cell growth and reproduction 

take place. The cell‟s hereditary information is contained in molecules of DNA, 

which direct the activities of the cell and passes the hereditary information to 

succeeding generations.  

Based on the two distinct organizational patterns within the cells, we can 

distinguish between the prokaryotic (eubacteria and archaebacteria) and eukaryotic 

cells (all the other living organisms). The difference between the two represents an 

important division of all living systems and their different forms of essentially the 

same physiological and reproductive functions [37].   
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a) 

 

b) 

Figure 2.1. a) Eukaryotic and prokaryotic cells structure, b) Cell structure with focus on 

chromosomes and DNA [37] 

Structures of prokaryotic and eukaryotic cells are depicted in figure 2.1.a 

[37]. The prokaryotic cell is a simply organized cell and as such lacks specialized 

internal compartments known as organelles that characterize the more complex and 

large eukaryotic cell. One particular difference is of special importance: the DNA of 

a prokaryotic cell is not contained within the specialized organelle called the 

nucleus, which is a case for a eukaryotic cell. Figure 2.1.b shows another diagram of 

cell structure, but with focus on chromosomes and DNA. Inside the cell nucleus, 

DNA and proteins (which serve for packaging DNA and controlling its function) are 

packed into organized structures called chromosomes. The term chromosome is 
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loosely defined and can range from very long and complex structures that can be 

found in eukaryotic cells, to small and simple DNA structures containing no 

structural proteins that are typically found in viruses. Figure 2.1.b also shows a gene, 

which is the basic unit of heredity in a living organism. In general terms, a gene is a 

segment of nucleic acid that, taken as a whole, specifies a trait. All living things 

depend on genes, which hold the information to build and maintain their cells and 

pass genetic traits to offspring. 

Protecting the cytoplasmic membrane against damage is essential for the 

survival of a living cell. The membrane is often surrounded by a protective layer, 

such as a cell wall. Different cells have walls with different structural and chemical 

compositions, based on the environment in which they usually exist. Some cells 

have walls that are protective against osmotic shock, some are typically protective 

against physical damage, and some cells do not have cell walls at all. The difference 

between the cell walls of different cells falls beyond the scope of this text and will 

not be discussed in more details. 

2.1.2. Structure of viruses  

Viruses do not have cells. Structurally, all viruses consist of a DNA or RNA 

genome surrounded by a protein coat capsid [37]. The capsid is composed of one or 

several different proteins and may be isometrically or helically symmetrical. A viral 

genome may consist of not only double helical DNA, but also of single-stranded 

DNA and double- and single-stranded RNA. A viral genome must be small and 

compact to fit within the viral capsid, which is 30-300 nm in diameter. Some viruses 

have a membrane layer called an envelope surrounding the outside of the capsid. 

The envelope of the virus can alter recognition by host defence mechanisms 

designed to destroy foreign substances, and may also have an important role in the 

initial attachment of a viral particle to the host cell in which it replicates.  

Some of the virus structures are depicted in figures 2.2 and 2.3. Figure 2.2 

shows a well studied Tobacco mosaic virus, with a helical capsid. Figure 2.3 shows 

a developed HIV virus, which falls under the category of enveloped viruses.  

Viral replication begins with the attachment of a virus to the surface of a 

susceptible host cell, followed by the entry of the virus into the host cell. The entry 

may involve the transfer of only the viral genome across the cytoplasmic membrane, 
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or the transport of the entire virus (including an envelope and a capsid). The viral 

nucleic acid then codes the alternation of the normal cell metabolism and the 

production of viral proteins and nucleic acid. Thus the virus replicates, with many 

viruses being produced within a single host cell and released together [37, 39].  

A virus can replicate only in certain cells, which are termed permissive or 

compatible. Some viruses replicate only in bacterial cells and are called 

bacteriophage. Other viruses replicate only within animal cells (so called animal 

viruses), or within plant cells (plant viruses). 

 

Figure 2.2. Tobacco mosaic virus with helical capsid [37] 

 

Figure 2.3. HIV virus [37] 

2.1.3. Structure of nucleic acids 

The chemical components of nucleic acid had been determined by Phoebus 

A. T. Levene in the 1920s [38]. He discovered two types of nucleic acids: 

ribonucleic acid (RNA) and deoxyribonucleic acid (DNA). Levene‟s analysis 
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revealed that both nucleic acids contain three basic components illustrated in figure 

2.4: (i) a five carbon sugar, which could be ribose (in RNA) or deoxyribose (in 

DNA); (ii) a series of phosphate groups (i.e. chemical groups derived from 

phosphoric acid molecules); and (iii) four different compounds containing nitrogen 

and having the chemical properties of bases.  

 

Figure 2.4. DNA polynucleotide chain [37] 

In DNA the four bases are adenine (A), thymine (T), cytosine (C) and 

guanine (G), while in RNA uracil (U) replaces thymine (i.e. the four bases in RNA 

are A, U, C and G). A and G are double-ring molecules known as purines, while C, 

T and U are single-ring molecules called pyrimidines. They are also depicted in 

figure 2.4 above.  

Figure 2.5 shows the structure of DNA molecule, which was discovered in 

the early 1950s by James Watson, Francis Crick, Rosalind Franklin and Maurice 

Wilkins [37]. A DNA molecule exists as a double helix, and is comprised of two 

strands running anti-parallel to each other and held together by non-covalent 

hydrogen bonds. One unit of DNA comprises a phosphate group, a sugar and a base 

and is known as nucleotide. Bases are attached to a sugar molecule (deoxyribose) 

and each sugar molecule is joined with adjacent sugar molecules through a 
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phosphate group. Thus one strand (or a polynucleotide chain) is formed. Non-

covalent hydrogen bonds, that hold two strands together in a double helix, are 

formed between bases (A, T, G and C), where adenine bonds with thymine and 

guanine bonds with cytosine. One segment of a double stranded DNA is shown in 

figure 2.5. 

 

Figure 2.5. DNA double helix 

Since in a double stranded DNA molecule A always bonds with T and G 

always bonds with C, the two strands are complimentary with each other. Therefore, 

by knowing the sequence of one strand, the sequence of the other strand is also 

immediately known. This feature makes possible the multiplication of a known 

DNA sequence, which will be described in section 2.3.  

2.1.4. Physical properties of DNA  

In this section, some of the physical properties of DNA will be described. 

For the purpose of this thesis, some of the important properties are:  
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 Mechanical properties, as DNA will be transported on a chip and the 

efficiency of this transport depends upon the DNA‟s mechanical properties 

(among other factors).  

 Electrical properties, as DNA will interact with the surrounding medium and 

other molecules, and be subjected to electric field.  

 Dielectric properties, as DNA will be subjected to dielectrophoresis, which is 

an effect that depends on its dielectric properties.  

Mechanical properties of DNA 

The mechanical properties of DNA are closely related to its molecular 

structure. When compared to the strength of the bonds within each strand, the 

hydrogen bonds and electronic interactions that hold strands of DNA together are 

relatively weak [38]. Furthermore, the hydrogen bonds between the strands of the 

double helix are weak enough that they can be easily separated by enzymes. 

Enzymes known as helicases unwind the strands to facilitate the advance of 

sequence-reading enzymes such as DNA polymerase - the unwinding requires that 

helicases chemically cleave the phosphate backbone of one of the strands, so that it 

can swivel around the other. The strands can also be separated by gentle heating, as 

used in PCR [36], provided they have fewer than about 10,000 base pairs (10 

kilobase pairs, or 10 kbp). The intertwining of the DNA strands makes long 

segments difficult to separate.  

When the ends of a piece of double-helical DNA are joined so that it forms a 

circle, as in plasmid DNA, the strands are topologically knotted. This means they 

cannot be separated by gentle heating or by any process that does not involve 

breaking a strand. The task of unknotting topologically linked strands of DNA falls 

to enzymes known as topoisomerases. Some of these enzymes unknot circular DNA 

by cleaving two strands so that another double-stranded segment can pass through. 

Unknotting is required for the replication of circular DNA as well as for various 

types of recombination in linear DNA.  

The most important forces that hold the double helix together come from the 

stacked base pairs, which form van der Waal contacts in the interior of the molecule 

[38]. In addition, an induced-dipole effect enhances stacking interactions. The 

strength of these interactions is base dependent. Furthermore, calculations of 
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stacking energies show that stacking interactions involving G/C base pairs are 

stronger than those involving A/T base pairs. Consequently, DNA rich in G+C is 

more stable than DNA with lower G+C content. Although the forces between 

stacked bases are individually weak, they are additive; thus, in DNA molecules, 

which may contain millions of base pairs, stacking interactions are an important 

source of stability. Hydrogen bonding capacity contributes little to the energy of 

stabilization, but it is important because of its directionality, which ensures that the 

two strands are complementary to each other, and positions the bases correctly for 

stacking. 

 

Figure 2.6. A, B and Z forms of DNA [39] 

The DNA helix can assume one of three slightly different geometries, known 

as A, B, and Z form [39]. The "B" form described by James D. Watson and Francis 

Crick is believed to predominate in cells. It is 2.37 nanometres wide and extends 3.4 

nanometres per 10 bp of sequence. This is also the approximate length of sequence 

in which the double helix makes one complete turn about its axis. This frequency of 

the twist (known as the helical pitch) depends largely on stacking forces that each 

base exerts on its neighbours in the chain. The B form of the DNA helix twists 360° 

per 10.6 bp in the absence of strain. The two other known double-helical forms of 

DNA (A and Z) differ modestly in their geometry and dimensions. The A form 

appears likely to occur only in dehydrated samples of DNA, such as those used in 

crystallographic experiments, and possibly in hybrid pairings of DNA and RNA 

strands. Segments of DNA that cells have methylated for regulatory purposes may 

adopt the Z geometry, which has a longer and thinner structure that the B DNA and 
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its phosphate backbone has a zigzag appearance. Figure 2.6 shows A, B, and Z 

forms of DNA.  

Electrical properties of DNA 

DNA electrical properties are of fundamental interest in life sciences and 

nanotechnology. DNA is the carrier of genetic information for all living species, and 

investigation of DNA by electrical field based methods has been around for decades 

[40]. On the other hand, the self-recognition and self-assembling properties of DNA 

make it a very interesting molecular bio-material, and recently (starting with the late 

20
th

 and early 21
st
 century) a lot of research has been done in the field of so called 

DNA electronics [37-39].  

Researchers started to look at the DNA electrical properties soon after 

discovery of the double helix structure of DNA, and with the recent advancements in 

the technology, the field has drawn many researchers‟ attention, as measurements on 

single DNA molecules were made possible [40]. The findings regarding DNA 

electrical properties are controversial. Some reports suggest that DNA is a 

conductive molecular wire, or semiconductor. Others, however, report that DNA 

behaves as an insulator. DNA electrical properties and its physical mechanism are 

still open problems. Experiments are underway to study the mechanisms that 

underlie charge transport in DNA [276-278].  

From the application point of view, there are two major fields of science in 

which electric properties of DNA are of the utmost importance. One is DNA 

detection and usage of different DNA detection methods based on the DNA 

molecule charge. The other is usage of DNA as a material for building electrical 

circuits, where the most interesting DNA electrical property is the ability of DNA to 

conduct electric current [55-58, 276-278].  

A DNA molecule carries negative charge. As stated in section 2.1.3, the 

DNA molecule comprises of two strands running in opposite directions, and those 

strands are made of sugar-phosphate backbones and A, T, C and G bases. The 

phosphate groups in DNA are highly charged: each one carries a unit of negative 

charge, which means that a DNA molecule carries 2 units of negative charge per 

base pair [e.g. 37]. This property of DNA has mostly been used in the process called 

electrophoresis. Since both the DNA molecule charge and the dynamics of DNA in 
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the suspension (i.e. the molecule size and shape) have an impact on DNA 

electrophoretic separation, it would be wrong to single out the charge as the only 

property of DNA that is crucial in electrophoresis success [124, 143]. Apart from 

electrophoresis, DNA charge is also used for DNA detection based on hybridization 

of DNA to probes, which causes the difference in charge distribution within the 

system of microelectrodes by changing the surface potential of one of the 

microelectrodes where the probes are attached [115-120]. This change of charge 

distribution can be measured through changes in capacitance and conductivity 

between the microelectrodes. The technique will be described in more details in 

section 2.4.  

Another interesting electrical property of a DNA molecule is its apparent 

ability to conduct electric current. This has not yet been utilized in commercial 

applications, unlike the fact that a DNA molecule carries negative charge. However, 

recently numerous researchers have studied the mechanisms and means of control of 

the electric current flow, as well as control over building the DNA wires in a 

predictable and repetitive manner [276-278]. Current flows in DNA due to two 

different mechanisms of electrons transport, namely tunnelling and thermal hopping. 

Tunnelling is a process that consists of electron transfer from a donor to an acceptor. 

This process is said to be "coherent" in the sense that the electron does not exchange 

any energy with the molecule during the transfer, and the electron is never localized. 

The rate of such reactions decreases exponentially with the distance between donor 

and acceptor. Therefore, for the electron transfer over very long distances, this 

coherent rate is expected to be insignificant on any reasonable timescale. Thermal 

hopping, on the other hand, is a possible mechanism for long-distance electron 

transfer. In this incoherent process, the electron is localized on the molecule and 

exchanges energy with it. Electron transfer proceeds in a multi-step fashion from 

donor to acceptor. Such hopping processes can transfer charge over far longer 

distances than the coherent tunnelling process, and the motion can be thought of as 

diffusive. Both tunnelling and thermal hopping have been verified with experiments, 

although it seemed that the results were contradictory, as some researchers classified 

DNA as a conducting element, some as an insulator, and some as a semiconductor. 

It is not yet clear whether these opposing results are due to possible artefacts in 

some experiments, or if they reflect the broad range of many different DNA samples 

(by means of sequences and sizes) used in different experiments. Possible 
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differences could be due to the base sequence or the length of the DNA, or the 

properties of the buffer solution in which the DNA is kept. Other factors include the 

ambient surroundings (whether the experiments are conducted in liquid, air or 

vacuum), the structural form of the DNA and its organization (whether the bulk 

material is studied versus bundles or single DNA molecules), and the electrode-

molecule interface and so on. The current status of the field imposes a particularly 

heavy responsibility on experimentalists. It is very important to devise careful 

control experiments and for all the findings to be thoroughly reproducible, to make 

progress on the potential usages of DNA conducting/semiconducting.   

2.2. Overview of miniature systems for DNA analysis 

At the beginning of the 21
st
 century, the DNA technology has become an 

inseparable part of our everyday‟s life. The public has witnessed many new ways for 

improving pharmaceutical yields, diagnosing and treating diseases, controlling food 

and environment, and creating new products for home and industry – all based on 

DNA technology and its staggering potential [38].  

The techniques for DNA analysis lie in the origin of all this. The large 

amount of information contained in DNA requires that the technology gives results 

rapidly, affordably and reliably [e.g. 7-9, 37-38]. Obviously, microfabrication 

technology presents an excellent platform for developing miniature integrated 

analysis systems with short cycle times, reduced sample volume requirements, and 

high cost efficiency. 

Based on the concept of fluidics involved in the process, these microchip 

systems can be classified in two broad categories: surface microarray based and 

microfluidics based microdevices [40]. The first are arrays of minute spots of 

immobilized biological material. The sample is washed over the array, and locations 

where hybridization occurs are analyzed, generally by fluorescent measurements. 

On the other hand, in microfluidic systems, material is transported within 

microstructures where reactions, separations and analysis can occur. The following 

sections give a short overview of both surface based and microarray based devices.  

2.2.1. Surface based microarray systems 
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The simplest form of surface based microarray systems is so-called DNA 

microarray, which allows scientists to analyze the presence, activity or sequence 

variations of thousands of genes simultaneously [40, 41]. The fabrication of a 

microarray starts with a piece of glass, silicon or plastics, the size of a microscope 

slide or smaller. Thousands of patterns of single stranded DNA molecules called 

probes are fixed on the substrate, each spot measuring 20 to 200 μm across. The 

location and identity of each spot of DNA are known ahead of time. The target DNA 

is labelled with fluorescence markers, washed over the array and hybridized to any 

single stranded probe that has a complimentary sequence to its own. A scan of the 

array with an excitation (usually laser) forces any DNA that has found a tagged 

match to fluoresce. The light is collected by a detector (a CCD or a photomultiplier 

tube) and the image fed to a computer for the analysis. Because the identity of the 

array‟s DNA is known, the identity of any captured DNA is also known. A 

schematic of the DNA detection process is shown in figure 2.7. There, the DNA of 

normal cells and the DNA of drug-treated cells have been washed over a microarray 

with the DNA probes attached. After hybridization, it is possible to relatively easy 

detect different DNA sequences.  

 

Figure 2.7. Surface based microarray system [40] 

The disadvantage of DNA microarrays is that they do not have an integrated 

microsensor detection system, but they usually have a separate and relatively large 

detection system which is only suitable for laboratory based research applications 
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[266, 267]. Another disadvantage is possible contamination between different spots, 

and therefore one chip is to be used for only one sample. It would be possible to 

enable parallel analysis of different samples by using a microfluidic network, which 

directs different samples to different individual dots. However, such system would 

become much more complex in terms of fabrication and handling.  

To allow isolation of analytes in picolitre volumes with low cross-

contamination risk, small open surface based vials can be formed (etched or drilled) 

in the substrate [270-272]. Vials are used as sample containers for electrokinetic 

injection of DNA samples prior to capillary electrophoresis separation. The further 

improvement is achieved if the surface separating the vials is coated with 

hydrophobic film. The main disadvantage of a vial is its large surface area to volume 

ratio, which linearly increases the rate of evaporation. This can be reduced by 

several methods, which in return make the analysis more complex. Such methods 

include coating the vial with a membrane lid, increasing humidity in the working 

environment, increasing concentration of glycerol, etc [40]. Sometimes, however, 

evaporation is helping the analysis, if the concentration of the target DNA in the 

sample is low, and evaporation means increasing the DNA concentration and 

facilitating detection.  

Gel pad arrays can be used for the same purposes as DNA microarrays, with 

the additional improvement in a sense that gel pad arrays form a three-dimensional 

system with greater capacity for immobilization compared to two-dimensional 

microarrays [40]. Such porous and aqueous environments brought by the gel pads 

also allow novel applications, with the capacity for immobilization increased by a 

factor of 100 compared to the microarrays. This in turn increases the sensitivity of 

the measurement. The manufacturing of these chips consists of three steps. Firstly, 

the gel pads (with dimensions of 10x10x5 microns or larger) are immobilized on a 

glass slide by photopolymerization. Secondly, the probes are added selectively to gel 

pads. To avoid cross-contamination, the pads are usually separated by a hydrophobic 

glass surface. In the third and final process of the chip manufacturing, the probes are 

covalently immobilized within the pads. During operation, to reduce evaporation of 

the sample, the chips can either be placed in the environment with 100% humidity, 

or they can be covered by a glass cover slip or an oil layer.  

In general, although the DNA microarrays had a tremendous impact on the 

DNA technologies, they suffer from the complex fabrication needs, which greatly 
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increase production costs. Some of the features of the microarrays that increase the 

fabrication complexity include the relatively large size of the microarrays, and the 

fabrication protocol changes that are needed when any of the probe sequences in the 

array need to change [266]. An alternative to the microarrays is the approach based 

on DNA probes bound to microspheres. This process is well established and less 

costly then the microarrays fabrication, although the analysis itself is more complex. 

For identification purposes, each bead in the solution is encoded by chemical, 

spectrometric, electric or physical means [267].  

There is also a possibility to combine the best features of microarrays 

(relatively easier detection) and DNA bound to microspheres (relative simplicity of 

fabrication), by using self-assembled array of beads bound to the substrate [39, 41]. 

The substrate can consist of many fiber-optic bundles, where each bundle consists of 

as many as 50000 individual fibers per 1 mm of bundle diameter. If these bundles 

are dipped into a chemical solution, a well will be etched at the end of each fiber. 

The fabrication process is tuned in a way that each of these wells can hold one 

microsphere about 3 microns in diameter [274, 275]. In a separate process, single 

stranded oligonucleotide probes are bound to optically encoded beads, and then 

randomly distributed across the array surface. Upon drying, the beads are held 

firmly in the wells on the fibers and are ready for analysis. The surface is then 

dipped into the sample solution, and the sample strands can found their matches on 

the beads. Since the bead array was assembled in a random manner, it first needs to 

be decoded (prior to the sample analysis), so that we know which beads occupy 

which fibers. This enables the sample strands to be simply detected by shining a 

laser through the fiber-optic and capturing the emitted light by a CCD device 

attached to a microscope. Such bead arrays allow much higher package densities 

than the DNA microarrays described above (due to the smaller feature size), without 

introducing complexities into the fabrication process. The analysis therefore has 

much higher throughput, and if different beads are desired for different analysis, it is 

easy to replace the current set with the new one. Another practical advantage of this 

method is that the bead array can be brought to the sample, rather than bringing the 

sample to the array, which is the case for the DNA microarrays [40]. 

To summarize, the main advantage of the open surface based DNA analysis 

systems is the ease with which samples and reagents can be added to and withdrawn 

from the system. Another big advantage is the relatively large number of detection 
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spots that can be created on a single chip, without the need for interconnections. The 

main disadvantages include evaporation of the sample due to small volumes (nano- 

or picolitres), and the risk of contamination (dust and biological material) due to the 

open environment in which the analysis is performed.    

2.2.2. Microfluidic systems for genomic analysis  

Microfluidic systems are microfabricated devices in which the material is 

transported through miniature channels. In literature, many different microfluidic 

devices can be found, ranging from simple PCR micro-chambers to entire analysis 

systems [40-74]. Microfluidic networks on these devices offer better control of 

sample and reagents manipulation, compared to the surface based systems, and 

hence greater diversity.  

There are many different advantages of microfluidic systems compared to 

other methods for genomic analysis. These are stated in table 2.1 [40]. For these 

reasons, the usage of microfluidic systems is also recommended in Doctor-on-a-

Chip, as will be presented in chapter 4. In general, the reduction in sizes of samples 

and reagents leads to less material consumption, which means that the fabrication of 

such systems will be more economically advantageous compared to the traditional 

methods of analysis. Other advantages result from the scaling of the system, giving 

dramatically increased performance. For example, the smaller thermal mass of the 

system allows for faster heating and cooling, which improves the speed of PCR, as 

the cycles of this process can be completed in a shorter period of time. As another 

example, greater voltage gradients may be used in the process of electrophoretic 

separation of DNA particles, without Joule heating of the system. Hence, greater 

electric field strength is produced, and it is possible to separate different DNA 

particles in a relatively short channel (compared to traditional electrophoresis). All 

of these advantages stem from the fact that microfluidic systems use small volumes 

of samples, which simplifies all of the steps in the analysis from DNA extraction 

through PCR to separation and detection of DNA molecules.   

In this section, a more detailed overview of the microfluidic technologies 

will be given, as the Doctor-on-a-Chip device described in this paper incorporates a 

microfluidic network as a backbone for DNA transport. Typically, a microfluidic 

network comprises of channels, pumps, mixers, nozzles, and valves, and serves for 
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liquid injection, transportation, mixing, and filtrations. There is also a separate field 

of research regarding the handling and transport of particles within microfluidic 

systems. 

Property Advantage Confirmed Reason 

Reagent Consuption 
Reduced consumption and less 

reagent requirement. 

Reduced size requires less 

material. 

Mass Transfer 

(Diffusion) 

More rapid across the width of 

channels. 

The effective diffusion time 

across the channel is 

proportional to d
-2

 (d is the 

channel diameter). 

Heat Transfer 
More rapid, improving heating 

and cooling times. 

Effective rate of thermal 

dissipation is proportional to d-

2. Therefore, it increases as d 

decreases, and higher voltages 

can be used. 

Separation Efficiency Improved separation speeds. 

Higher voltage gradients may 

be deployed, hence faster 

separation. 

Flow 
Generally laminar (see later in the 

text). 

Reynolds number is 

proportional to d. In 

microfluidic systems, it is 

usually 1-200, and the flow is 

laminar while < 2000. 

Material Transport 
Often less pumping required, less 

valves used. 

Electroosmotic control of fluid 

motion allows for valve-less 

systems. 

Portability Improved. 
Smaller systems, no external 

pumps required. 

Parallelization Readily achieved. 

Single chip with multiple 

microfluidic networks can be 

designed for parallel analysis. 

Disposability Improved. 
Single-use systems readily 

produced with low cost. 

  

Table 2.1. Advantages of microfluidic systems [40] 

Depending on the actual application of the device, the combination of the 

microfluidic elements as well as their mode of operation might vary. These 
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differences and the variety of elements will be described in this section. The main 

idea of a microfluidic network in Doctor-on-a-Chip is to implement the 

microbiological protocol of DNA isolation, purification, and amplification, so that it 

is suitable for on-chip detection for the purpose of detecting pathogens and virus 

within sample. This will be presented in more details in chapter 4. Hence, the 

description of the microfluidic basic elements that exist today will be given in the 

context of usability of those elements for such applications. 

2.2.2.1. Valves 

In literature, many different valves are described. In general, the valves can 

be divided into active and passive valves, where the former include some sort of 

actuation principles, and the later do not [75-77]. Within these two categories, the 

valves can be further divided into non-mechanical and mechanical valves.  

Passive valves do not include any actuation, and are usually designed in such 

a way that the flow rate is high in one direction, and rather small in the opposite 

direction. The typical passive valve is a cantilever valve, depicted on the left side in 

figure 2.8 [290]. In general, such a valve consists of a thin flap sitting on top of a 

duct. The flap controls the flow through the valve system based on the difference in 

pressure on both sides. If the pressure difference across the flap is such that it is 

pressed against the seat, the flow through the valve is zero. In the opposite case, 

when the flap bends as depicted in the figure, the valve is open.  

This type of valve can be produced either microscopically with cutting tools 

or by using micromachining. Both techniques yield similar working principles and 

performances, but micromachining allows for production of smaller devices, with 

feature size in sub-millimetre and even micrometer range. Different fabrication 

principles have been in details reported in the literature [41], but their description 

falls out of the scope of this text. 

The second type of a passive valve works on a very similar principle, but it 

controls the flow by using a diaphragm instead of a cantilever. This type of valve is 

shown on the right side in figure 2.8. The diaphragm is either pressed against a rim, 

or the rim is attached to the diaphragm and pressed against the substrate. This type 

of valve is produced by using either surface micromachining or bulk 

micromachining. Either way, the process is much more complicated than in the case 
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of the cantilever valve. However, the valves with diaphragms show much higher 

throughput, when compared to the cantilever valves, for the same pressure 

difference across the valve. In addition to that, the leakage flow in the opposite 

direction (when the valve is closed) is of the same order of magnitude.  

 

Figure 2.8. Cantilever valve (left) and membrane valve (right) [290] 

The two types of valves described above are considered mechanical passive 

valves. The third and final type of passive valves described in this text is a so called 

diffuser/nozzle valve, which falls into the category of non-mechanical valves, since 

it contains no moving parts. Unlike all other valves, this type does not offer a large 

difference between the forward and reverse flow rates [75, 90]. The forward to 

reverse ratios are typically 10:9 and smaller compared to the other passive valves 

described above. For a given diffuser/nozzle valve, its behaviour is dependent upon 

the angle between two sides of the valve. If the taper angle is small (around 3 

degrees), the diffuser direction is preferred. If the angle is enlarged, the nozzle 

direction is preferred. Figure 2.9 shows the flow rate versus the pressure difference 

for a diffuser/nozzle with the taper angle of 35.3 degrees. Over the whole pressure 
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range, the flow through the diffuser is smaller compared to the nozzle, as expected 

from the theoretical description [75]. Thus, the directional property of the valve is 

established. It will be shown in section 2.2.2.2 how even such a small forward to 

reverse flow rate ratio can be utilized for the production of fluid micropumps. The 

fabrication process depends upon the angle of the diffuser/nozzle. The results are 

published in the literature for dry etching of silicon and sealing with Pyrex for small 

angles, and anisotropic etching of silicon for larger angles [75].  

 

2.9. Pressure versus flow rate for diffuser/nozzle [90] 

As stated above, active mechanical valves use some sort of actuation and the 

flow control is done via valve‟s moving parts. The basic principle is similar for all of 

the reported active mechanical valves: an actuator is used to control a flap and thus 

the fluid flow by opening and closing the valve. These valves can be further divided 

based on the actuation principle used to control the flow, as described in figure 2.10. 

Most common principles of actuation are electromagnetic, electrostatic, 

piezoelectric, bimetallic, thermopneumatic, and shape memory alloy actuation [291]. 

The magnetic valves can either utilize external magnetic fields, or have 

integrated inductors [291]. In the case of the former, a permanent magnet can be 

mounted on the movable membrane, and the valve can be closed or opened through 

the interaction of this magnet with external coils. In the opposite case, the coil can 

be fixed on the membrane and interact with the external permanent magnet. In both 

cases, the valve can be impractical for integration on a handheld microfluidic chip 

due to the need for external magnetic field.    
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Figure 2.10. Various actuation principles of active mechanical valves: a) electromagnetic, b) 

electrostatic, c) piezoelectric, d) bimetallic, e) thermopneumatic, and f) memory shape alloy 

actuation [291] 

 

Figure 2.11. Magnetic valve with integrated inductor [79] 

In the case of the integrated inductor, as shown in figure 2.10.a, there is no 

need for external magnetic field. Another schematic representation of such a valve is 

shown in figure 2.11. It consists of an integrated inductor, a deflectable silicon 

membrane with NiFe thin film and a stationary inlet/outlet valve seat [79]. These 

components were fabricated individually and bonded together using a low 

temperature bonding technique. The inductor acts as a flux generator and produces 
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sufficient magnetic forces to pull the silicon membrane by magnetically coupling 

with the NiFe permalloy electroplated on the silicon membrane. The membrane 

pulled up and removed itself from the valve seats, thus opening the valve and 

allowing the fluid flow if there is sufficient pressure difference between the inlet and 

outlet. 

The electric valves can generally be divided into electrostatic and 

piezoelectric valves, as depicted in figures 2.10.b and 2.10.c.  An example of an 

electrostatic valve is shown in figure 2.12 [41]. A flap sitting on top of a duct is the 

first electrode, while the second electrode is embedded in the valve seat. By 

applying the electric field between the two electrodes, the flap is moved either 

towards or away from the top wafer electrode, which in turn opens or closes the 

valve. The maximum pressure reported is 16 kPa, and a gas flow of up to 3 ml/min 

can be controlled at a switching frequency of around 2.5 kHz. 

 

Figure 2.12. Active valve with electrostatic actuation [41] 

An example of a piezoelectric valve is given in figure 2.13. The valve is 

designed in low temperature co-fired ceramic (LTCC) and manufactured using 

standard processes [292]. Actuation of the valve is based on a piezoelectric 

unimorph with a diameter of 15mm and thickness of 0.35mm glued onto the fired 

LTCC substrate. Under the applied electric field, transversal expansion and 

contraction of the piezoelectric layer together with the passive layer creates internal 

bending moment and deflection of the structure. Measurements of the valve revealed 

a flow of 143 ml/min under 1 bar pressure, leakage levels of 4%, valve displacement 

of 1.3 μm, and closing times less than 30 ms. 
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Figure 2.13. Piezoelectric valve [292] 

Active mechanical microvalves can also use bimetallic actuation, as depicted 

in figure 2.10.d. Here, the flap is bimetallic and heated to open or close the valve. 

The valve operates with gas flows up to 150 ml/min and pressures between 7 and 

344 kPa [77, 79], with the switching time around 100 milliseconds. Although the 

main drawbacks of these valves include relatively slow actuation speed and high 

power consumption due to temperature changes, thermal actuation schemes are 

attractive because of the simplicity in microstructures. However, due to temperature 

changes of the sample, these valves are not suitable for those microbiological 

applications in which the sample under investigation is sensitive to temperature 

changes and can thus be affected simply due to the working principle of the valves.  

 

Figure 2.14. Thermopneumatic valve [293] 

Another type of valve with actuation based on temperature changes is 

thermopneumatic valve, which is schematically depicted in figure 2.10.e. This valve 
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operates on the principle of volumetric thermal expansion, which is coupled to 

diaphragm deflection and thus opens or closes the valve [291]. One example of such 

a valve is depicted in figure 2.14. The valve consists of top and bottom glass caps, 

between which a sealed cavity fabricated in silicon contains a volatile fluid. The 

vapour pressure of the fluid can be increased by resistive heating, thus deflecting the 

diaphragm upwards and closing the valve. The valve also contains a capacitive 

pressure sensor located on the floor of the cavity, which allows direct and accurate 

monitoring of the cavity pressure. The valve generated a 16 Pa pressure rise with 

500 mW of power, while closing of the membrane was maintained with a 30 mW 

steady input power. The flow rate through the valve was measured at 400 ml/min 

under 11.3 Pa differential pressure, while the leakage was measured as low as 1 

μl/min.  

 

Figure 2.15. Different type of SMA valves: a) beryllium-copper (external) spring, b) silicon 

spring , and c) polymer spring [294] 

Another type of thermally actuated valve is shape-memory alloy (SMA) 

valve depicted in figure 2.10.f. This type of valve is made of materials such as 

titanium/nickel alloy, which, once mechanically deformed, return to their original 

un-deformed shape upon a change of temperature [294]. SMA undergoes a phase 
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transformation from a “soft” state at low temperatures to a “hard” state at higher 

temperatures. Since the alloy structure represents an electrical resistor, passing a 

current through it generates heat. The advantages of SMA valves are high force and 

large stroke, while the main disadvantages include low efficiency and operation 

bandwidth (typically 1.5 Hz). Figure 2.15 depicts several typical SMA microvalves. 

All of the variations have a spring that either keeps the valve initially closed (a and 

b) or open (c). Heating the alloy brings the valve to the opposite state, and upon 

eliminating the heat, the spring brings the valve back to the original state. The 

springs can be made of different materials, based on the fabrication methods, and 

here we show an example with springs made of beryllium-copper (external spring), 

silicon, and polymer. 

In summary, this section gives an overview of the microfluidic valves 

available in state of the art microfluidic chips for manipulation and analysis of fluid 

samples on micro- and nano-liter scale. From the point of view of Doctor-on-a-Chip 

application, the most important aspects are simplicity from the manufacturing 

standpoint, ease of use, robustness, and cost. The valves that operate based on any 

significant temperature change, such as bimetallic and thermopneumatic, are 

probably not suitable for DNA based applications due to the fact that DNA 

molecules are sensitive to temperature changes and the valve operation can 

potentially change the sample properties and affect the analysis. For similar reasons, 

electrostatic valve can also potentially affect the sample with DNA molecules due to 

the fact that they carry negative charge and can thus be trapped by the electric field 

produced for valve operation. The electromagnetic valves would be expensive to 

manufacture, which would increase the overall cost of production and eventually the 

analysis system. Of all the active valves presented in this section, piezoelectric 

valves are probably the most suited for controlling the fluid network that analyzes 

DNA sample, because of their simplicity and low impact on the sample under 

analysis. As far as the passive valves are concerned, they seem more attractive in 

general due to the fact that their manufacturing process is likely much simpler than 

for active valves. Cantilever and membrane valves are potentially problematic due to 

the fact that they are susceptible to clogging when the fluid carries particles through 

the valve. Diffuser/nozzle valve on the other hand has great potential, because it is 

very simple to manufacture, has good characteristic, and does not impact the sample 

in any way. In fact, in chapter 4 later in the text, the diffuser/nozzle concept is used 
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as a part of the pumping mechanism on the chip. As shown in figure 2.23 in section 

2.2.2.2, the piezoelectric micropump based on diffuser/nozzle principle eliminates 

the need for valves elsewhere on the chip, because the pump itself serves the 

purpose of directing the fluid in the desired direction.   

2.2.2.2. Micromixers 

Mixing on the microscale is one of the key technologies for miniaturized 

integrated analysis systems. Miniaturization brings important advantages over 

macroscale for wide variety of fields, including, but not limited to, chemical 

industry, pharmaceutical industry, analytical chemistry, and biochemical analysis 

[295].  However, due to dominant surface effects, miniaturization also brings 

challenges that do not exist at the macroscale. For example, since the microchannel 

dimensions and the fluid flow rate in a microfluidic device are very small, the 

Reynolds number is low and the flow is dominantly laminar [88, 96]. Therefore, 

turbulence, which is used at the macroscale, is not possible at the microscale, and 

over the years a number of different techniques were investigated to improve mixing 

[295]. In general, they can be divided into two categories: passive mixing (without 

introducing external energy) and active mixing (with external energy input to 

enhance the mixing effect). 

Passive mixing of two liquids is primarily relied on molecular diffusion that 

occurs when they come to a physical contact, i.e. they are introduced to the 

microchannel at the same time. A simple relation between the diffusion time td and 

the average diffusion length xd can be found from Fick‟s second law of diffusion 

[88]: 

D

x
t d

d
2

2

                              (2.1) 

Here, D is the diffusion coefficient typically in the order of 10
-3

 mm
2
/s. The 

process of diffusion is very slow. For example, if two microchannels carrying the 

fluid would simply be linked together by means of a Y-mixer, mixing of 100% 

would occur only after 13.3 m at flow rate equal to 4 μl per second and with a 

typical diffusion coefficient. Therefore, it is necessary to increase the active area for 

diffusion, which can be done by splitting the main flow of the liquid into a certain 
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number of branches prior to mixing. There are several reported designs that have 

successfully utilized this approach [41, 97]. Fundamentally, they are all very similar 

and one of them will be described here as an example. The principal design is 

depicted in the following figure [97]:   

 

Figure 2.16. Passive micromixer [97] 

The reported micro-total-analysis-system comprising this mixer is composed 

of three Pyrex wafers attached by fusion bonding. The mixer is produced by etching 

the middle wafer on both sides. As shown above, the incoming fluids A and B are 

gradually split into 16 smaller channels before mixing. The dimensions of the 

channels in the last level are limited by technological restrictions. For example, if 

the channels are 50 μm deep, the narrowest channel obtained is 110 μm wide, of 

which 10 μm are needed for the mask opening and 100 μm results from under-

etching. In the mixer, the fluid A comes from the wafer topside through small holes 

and fluid B stays at the bottom side. They are combined in a triangular mixing 

chamber and the channel leading from the chamber contains the mixture of the two 

liquids. The performance of the mixer was reported to be highly satisfactory. The 

distance between the point where fluid A (and B) was split from one to two channels 

and the end of the triangular chamber is 7.5 mm, while the side of the triangular 

chamber on which the fluids come to contact is 10 mm long. Therefore, the effective 

area of the mixer is 75 mm
2
. This type of mixer has certain disadvantages, such as 

sensitivity to clogging and gas bubbles, dependence on the mixing time and 

efficiency on the flow rates.  

There have been several similar configurations reported, which work on a 

similar principle of mixing the fluids based on molecular diffusion [295]. They are 

shown schematically in figures 2.17 and 2.18.  
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Figure 2.17. Parallel lamination mixers: a) T-mixer, b) Y-mixer, c) concept of parallel 

lamination, d) hydraulic focusing [295] 

 

Figure 2.18. Serial lamination mixers: a) join-split-join, b) split-join, c) split-split-join, d) 

multiple intersecting microchannels [295] 

In figure 2.17, basic T and Y mixers are shown in figures (a) and (b), 

respectively. Here, two different fluids enter the mixer at their dedicated inlets, and 

mixing based on molecular diffusion occurs across the length of the mixing channel. 

Similar concept is shown in figure (c), where the fluids enter the channel already 

split into two or more streams, which increases the surface between the two fluids 

and enhances the mixing effect. Figure (d) shows a mixer with three inlets, where 

the middle one is dedicated to one fluid, and the two inlets on the sides are dedicated 

to the other fluid.  

Figure 2.18 shows schematic concepts of serial lamination mixers, where, 

similar to parallel lamination mixers, the mixing effect is enhanced by splitting and 
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joining the streams, and this action can occur multiple times across the mixing 

channel [295].    

 

Figure 2.19. Chaotic advection for low Reynolds numbers: a) slanted ribs, b) slanted 

grooves, c) staggered-herringbone grooves, d-f) surface modifications [295] 

Significant improvement of the mixing effect in passive micromixers can be 

achieved with chaotic advection [295-297]. This term refers to stretching, folding 

and breakup process caused by transverse flows. Generally, chaotic advection can be 

generated by special geometries in the mixing channel (passive micromixers), or 

induced by an external force (active micromixers). For the former, the basic idea is 

the modification of the channel shape for splitting, stretching, folding and breaking 

of the flow. Based on the Reynolds number, different techniques can be applied. 

Here, the techniques for low Reynolds number will be described, since they are most 

relevant in the case of Doctor-on-a-Chip.  Some of these techniques are depicted in 

figure 2.19, where (a-c) show grooves with different patterns that were on the 

bottom of the wall by using laser a laser, and (d-f) show small surface modifications 

on the walls of the micromixers used together with  electrokinetic mixing [295]. All 

of these techniques were shown to enhance the mixing effect via chaotic advection 

for flow rates as small as 100 μm/s and Reynolds number in the range between 1 and 

100.  

An active micromixer is defined as a mixer with external energy input to 

enhance the mixing effect. It should be tolerant of gas bubbles and the mixing 

effects should be controllable by changing the level of input energy. One example of 

an active micromixer employing piezoelectrically generated ultrasonic vibrations 

was presented in literature [41, 97-98, 299]. Its structure is shown in figure 2.20. A 

piece of lead-zirconate-titanate (PZT) was used as an active element and attached 
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directly onto the oscillating diaphragm using an epoxy resin. When the voltage is 

applied to the PZT piece, the mixing of liquids occurs in the chamber. Theoretically, 

this effect originates from the ultrasonic irradiation, not the diaphragm oscillation. 

Thus, the oscillating diaphragm is not a necessary part of the mixer. However, it was 

used here to prevent the ultrasonic radiation from escaping to the other parts of the 

device and to focus it onto the mixing chamber.  

 

Figure 2.20. Piezoelectric micromixer [299] 

 It was shown that the turbulence occurs immediately after the ultrasonic 

vibration, and when the vibration was terminated the laminar flow resumed. The two 

liquids mixed rapidly and effectively. The frequency characteristic of the mixer was 

tested for up to 600 kHz of the driving voltage. There was no mixing for the 

frequencies below 8 kHz and then the mixing area gradually increased until the 

frequency reached 15 kHz. After that, it became stable with the slight drop between 

90 and 130 kHz. The overall performances of the mixer were satisfactory, and the 

temperature rise was not significant (3˚C in this case, due to the good thermal 

conductivity of the silicon). However, it would be desirable to decrease the driving 

voltage to 10 or 15 V without deteriorating the mixing effect, so a more compact 

driver unit could be used. 

There are other types of active micromixers described in the literature, which 

are schematically shown in figure 2.21 [295-296, 299]. In figure (a), the micromixer 

utilizes the pressure difference between two inlets in a Y-mixer. This difference is 

induced by pulsed flows of two fluids, which are subjected to external pumping 

forces. Figure (b) shows the Y-mixer with computer-controlled pressure disturbance 

induced at several places in the mixing channel. The frequency of the pressure 

disturbance can be tuned to maximize the mixing efficacy. Figure (c) shows a 

micromixer with a small micro-stirrer in the channel. The micro-stirrer consists of 
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magnetic beads, which are chaotically moved inside a channel by means of the 

induced magnetic field. 

 

Figure 2.21. Active micromixers: (a) serial segmentation, (b) pressure disturbance along 

mixing channel, (c) integrated microstirrer in the mixing channel, (d) electrohydrodynamic 

disturbance, (e) dielectrophoretic disturbance, (f) electrokinetic disturbance in a mixing 

chamber, (g) electrokinetic disturbance in a mixing channel, and (h) disturbance caused by 

thermocapillary advection induced by a transverse temperature gradient [296] 

Figure (d) shows electrohydrodynamic mixing, which is obtained by 

changing the amplitude and frequency of the voltage applied to the microelectrodes 

placed under the channel in the direction perpendicular to the fluid movement. 

Figure (e) shows the mixing effect based on dielectrophoresis. Here, 

dielectrophoretic force on the particles subjected to non-uniform electric field and 

suspended in liquid causes the particles to move to the regions of high or low 

electric field, and this movement of particles causes the mixing to occur. Figures (f) 

and (g) show electrokinetic mixing, where electrokinetic disturbance can take place 
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in a mixing chamber or all across the length of the channel, depending on the actual 

layout of microelectrodes. Finally, figure (h) shows the mixing effect based on the 

temperature gradient across the channel, which causes helical streamlines and thus 

chaotic advection.  

In summary, this section gives an overview of the micromixer technologies 

for mixing fluids on a microscale. From the point of view of Doctor-on-a-Chip, 

mixing of fluids presents a significant challenge, because the DNA extraction, 

purification and amplification requires implementation of a relatively complex 

protocol, which requires several mixing steps, as described in chapter 4. Passive 

mixers are probably not suitable for this application, because of a very small 

Reynolds number in the system. The mixers based on chaotic advection should 

probably perform better, but that should be experimentally verified to ensure 

reproducibility of the mixing effect and thus reliability of the system. Active 

micromixers seem more attractive and more reliable. However, the mixers based on 

electrical fields (electrohydrodynamic, dielectrophoretic and electrokinetic mixers 

depicted in figure 2.21) could potentially interact with the sample, since DNA 

molecules are both charged and polarisable, and thus susceptible to both DC and AC 

electric fields. The mixers depicted in figure 2.21 (a)-(c), which operate based on 

serial segmentation, pressure disturbance and stirring on a micro scale, respectively, 

seem more suitable for Doctor-on-a-Chip due to low interaction with the sample, but 

the overall complexity of the system and cost of fabrication could make them less 

attractive. The piezoelectric active mixer seems attractive from the fabrication 

standpoint, as it is relatively simple to produce, and from the mixing efficiency 

standpoint, due to the fact that deflection of the oscillating membrane shows 

relatively good mixing characteristics compared to other types of mixers on such a 

small scale. In chapter 4 it will be shown that the proposed concept of Doctor-on-a-

Chip utilizes a micropump based on the piezoelectric pumping effect, and that the 

pump is in fact also utilized as a mixer, as shown in figure 2.23. This is possible due 

to the fact that the pump has two inlets, and thus two different fluids are entering the 

pumping chamber at the same time. The membrane deflections cause the fluids to 

mix within the chamber, and the mixture is pumped out into the channel and towards 

the other parts of the chip.   

 



 48 

2.2.2.3. Micropumps 

Micropumps are essential components in microfluidic analysis systems 

because they must be able to handle fluids with wide variety of properties, i.e. 

viscosity, density, ion strength, pH, temperature, etc [41, 90-102]. The micropump‟s 

sensitivity to fluid properties is dependent on the principle used for fluid movement. 

Essentially, there are two kinds of micropumps: mechanical and non-mechanical. In 

this section, they will be described with more details.  

Mechanical pumps 

Most mechanical micropumps make use of an oscillating membrane, whose 

deflections change the pressure in a pumping chamber and thus pump the liquid 

[41]. That is why in the literature this group of pumps is also often referred to as 

membrane-actuated pumps.  

When the chamber volume increases, the pressure drops and the fluid flows 

from the inlet into the chamber. When the chamber volume decreases, the pressure 

increases and the fluid is forced to flow out of the chamber through the outlet. A 

difference in the flow resistance between the inlet and the outlet for different flow 

directions is crucial for the pumping effect. The membrane can be actuated in 

different ways. The main principles described in the following text are summarized 

in [95] and depicted in figure 2.22. 

 Pneumatic actuation is achieved by using an external pump for applying 

the pressure to one side of the membrane, and thus, the volume of the 

chamber is changed on the other side of the membrane. Because of the 

need for the external pump, it is virtually impossible to integrate this kind 

of pump with the rest of a microchip for microbiological and chemical 

analysis.  

 Thermopneumatic actuation is achieved by heating and cooling the 

volume on one side of the membrane. The heating process increases the 

pressure in the volume and presses the membrane downwards, increasing 

the pressure in the pumping chamber and causing the fluid to flow out of 

the chamber and through the outlet. The opposite effect is achieved when 

the volume is cooled. If the heated volume is small enough, reasonable 

pumping frequency can be achieved.    
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 Piezoelectric actuation is achieved by attaching the piezoelectric layer on 

top of the membrane. The piezoelectric effect in the actuator causes the 

membrane to deflect, effectively pumping the fluid in and out of the 

chamber.  

 

Figure 2.22. Different techniques for membrane actuation: (a) pneumatic, (b) 

thermopneumatic, (c) piezoelectric, (d) electrostatic, (e) bimetallic, and (f) shape-memory 

alloy [95] 

 Electrostatic actuation is achieved by using two electrodes and applying 

an electric field between them. One electrode is embedded into the 

membrane, and the other electrode is fixed right above it. Depending on 

the polarity of the voltages applied to the electrodes, they will either 

attract or repulse, and thus the membrane changes the volume of the 

pumping chamber and pumps the fluid.  

 Bimetallic actuation is achieved by applying a voltage to a poly-Si 

resistor, as shown in figure 2.22. Due to the bimetal effect between the 

resistor and the aluminium ring placed above it, the whole membrane is 

deflected and the fluid pumped through the chamber underneath it.  

 Shape-memory effect is achieved with TiNi metal forming a membrane 

on two sides of the actuator, deflected in the centre by a spacer, as shown 
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in figure 2.22. When the top TiNi actuator is heated, the top membrane 

straightens and deflects the lower membrane further. Then the current 

through the top membrane is switched off, and applied through the 

bottom membrane. The deflection is then reversed, and the pumping 

effect is achieved.    

The main advantage of all these different types of membrane pumps is their 

ability to pump almost any kind of liquid phase with a typical flow range between 1 

and 100 μl per minute. Their main drawback is considered to be the fact that the 

generating flow is always pulsating, which can pose a problem in certain cases [41].    

       

 

 

 

 

 

 

 

 

Figure 2.23. Piezoelectrically driven valve-less diffuser micropump with two inlet diffusers 

The pumping principle will be in more details described on an example of a 

piezoelectrically driven micropump with passive diffuser/nozzle valves. Figure 2.23 

depicts the principal design of the pump [107]. The key element is the diffuser, a 

flow channel with gradually expanding cross-section. The diffuser can have either 

rectangular or circular cross-section, but the rectangular one is chosen here because 

of a more compact design. The concept of a rectangular diffuser is shown in figure 

2.24. This micropump was initially designed with only one inlet diffuser, but in this 

case this version is chosen as it allows the micropump to serve also as a mixer of 

two incoming liquids. This is based on the fact that the flow pattern inside the 

chamber is vortex-like, due to the diaphragm deflections. Therefore, if two liquids 

are pumped, each one coming from its own channel, it is possible to mix them 

utilizing the generated turbulence. This design effectively combines the pump and 

the active mixer into one pumping/mixing device [107]. The most interesting feature 

of the diffuser is the difference in its flow resistances in the forward (diffuser) and 
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reverse (nozzle) directions. The net flow resulting from this fact can be recognized 

from figure 2.25, where the size of arrows corresponds to the amount of the liquid 

pumped into the chamber in the supply mode and out of the chamber in the pump 

mode. 

 

  

  

Figure 2.24. A rectangular diffuser 

In the supply mode, the diaphragm deflection in the shown direction causes 

the fluid to be pumped into the chamber from both the pump inlet and outlet 

channels. The fluid coming from the inlet side has to flow through the diffuser to get 

into the pump chamber, while the fluid coming from the outlet side has to flow 

through the nozzle. The flow resistance that the fluid encounters coming from the 

inlet side is smaller (the flow resistance of the diffuser is smaller than that of the 

nozzle). Therefore the fluid volume introduced to the chamber from that side is 

greater than the one introduced from the outlet side, where the greater flow 

resistance is encountered.  

 

 

 

 

Figure 2.25. The diaphragm deflections in the supply and pump modes 

In the pump mode, the diaphragm deflection causes the fluid to be pumped 

out of the chamber, again towards both inlet and outlet. In this case, the fluid 

flowing towards the inlet side encounters greater flow resistance and the greater 

volume is pumped towards the outlet side, where the flow resistance is smaller.  

In conclusion, the pump diaphragm deflections cause the net flow of the fluid 

from the inlet side to the outlet side. The estimation of the pumping efficiency is 

based on the diffuser element efficiency ratio as follows [107]. For the diffuser 

element, the pressure drop in the diffuser and in the nozzle directions can be written 

as follows: 

supply mode 

pump mode 
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 is the pressure loss coefficient,  is the fluid density and û is the mean fluid 

velocity in the diffuser neck. The diffuser element efficiency ratio is then defined as 

diffuser

nozzle




                   (2.4). 

The optimum efficiency is achieved when  is maximized. The experimental 

analysis showed that  is maximized for the angle between the diffuser walls equal 

to approximately 5 [41].  The diffuser angles in the above figures are drawn greater 

than 5 merely for the better representation. 

The other mechanical pumps are described in details in the literature. 

However, this description falls out of the scope of this text. The pump above is 

presented with more details, as it was used as the pump of choice for the Doctor-on-

a-Chip application described in [202], which will be described with more details in 

chapter 4.   

Non-mechanical micropumps 

The second mechanism used for micromachined pumps is the flow induced 

by electric fields [91-93]. These electric field actuated pumps are non-mechanical, 

i.e. they do not require any movable parts to pump fluids (one of the properties of 

these pumps is therefore a pulsation-free flow). A disadvantage is that they require 

relatively large voltages to produce reasonably high flow rates. These pumps work 

on a principle of the force experienced by the charged particles within the fluid 

when the electric field is applied. If the number of charged particles is large, the 

whole fluid is dragged along due to frictional forces. The electric field actuated 

pumps are categorized based on the mechanism used to generate charge within the 

fluid. Hence we have electrohydrodynamic and electroosmotic pumps.   

The most significant research in the field of non-mechanical fluid pumping 

has been built up in the area of electroosmotic pumping [91]. The most interesting 
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features of electroosmotic pumps are the simple design without moving parts and the 

pulsation-free flow. The design without moving parts is advantageous because it 

simplifies both the fabrication and the operation of the device. The principal work of 

electroosmotic flow (EOF) pumps is electroosmosis, an effect due to the double 

layer in the pumping liquid. The mechanism of the electroosmotic flow is shown in 

the following figure. 

 

 

 

 

 

Figure 2.26. The mechanisms of electroosmotic flow [91] 

Most surfaces obtain surface electric charge when they are brought into 

contact with polar medium. This may be due to ionisation, ion adsorption or ion 

dissolution [92]. The surface charge in turn influences the ion distribution in the 

polar medium forming the electric double layer (EDL). This situation is depicted in 

figure 2.26 with negatively charged channel walls. The counter ions from the bulk 

liquid (i.e. the positive ions) are attracted to the walls and shield the wall charges. 

Dissolved co-ions are likewise repelled from the wall. The ions in the inner layer of 

counter ions adjacent to the wall are immobile and called the Stern layer. The outer, 

diffuse part of the EDL is called the Gouy-Chapman layer and forms a net positive 

region that spans a distance on the order of the Debye length of the solution. When 

the external electric field is applied parallel to the wall, ions from the diffuse part of 

the EDL will move in response to the field and drag the surrounding medium with 

them. This ion drag causes a net motion of bulk liquid along the wall and it is called 

the electroosmotic flow [41]. Since the fluid motion is initiated by the electrical 

body force (the driving force) acting on the ions in the diffuse layer of the EDL, 

electroosmotic flow depends not only on the applied electrical field, but also on the 

net local charge density in the liquid. The detailed analysis of the electroosmotic 

flow and its dependence on the channel geometry, liquid properties and the applied 

voltage is given in [92, 93]. For high electric field strengths (27 – 163 V/cm) over a 

Anode Cathode 
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165 mm long capillary, a moderate speed of 0.13 – 0.78 mm/s and flow rates of 3 – 

18 nl/min have been achieved, with the channel dimensions of 5.6 x 66 μm.  

The electroosmotic flow has one very important practical limitation, in a 

sense that it depends on the pumping fluid composition [41]. This means that when 

the carrier solution has a very high or very low pH, is a highly conductive saline or a 

non-conducting organic medium, the current levels are either excessive or 

inadequate to support significant electroosmotic. In order to utilize electroosmotic 

pumping in micro systems, it is preferable to separate the pumping device from the 

rest of the system (e.g. mixer), while maintaining the hydraulic connectivity between 

them.  

 

 

 

 

 

 

 

 

 

 

Figure 2.27. Electroosmotic pumping implemented on chip [41] 

The schematic view of this principle is shown in figure 2.27. This 

electroosmotic micropump consists of a parallel arrangement of six microchannels. 

The liquid in these channels is the one suitable for electroosmotic pumping (for 

example 10 mM borax solution [ref 91]). When the voltage is applied to the 

channels, the flow is generated and the pumping fluid flows towards the container 

where the pumped liquid is previously introduced. The pumping liquid enters the 

reservoir and pushes the liquid out on the other side of the channel. The voltage 

applied to each pumping channel can be controlled separately and in this way the 

flow rate can be altered. It was shown that the liquid flow rate is directly 

proportional to the applied voltage. For example, the 10 mM solution of Borax and 

channels 300 μm wide and 50 μm deep resulted in the flow rate equal to 10 – 25 nl/s 

(depending on the number of pumping channels) for the applied voltage of 1000 V. 
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This approach to pumping the liquid on the chip can be impractical by means 

of area used for its implementation. In this example, the channels used for pumping 

the borax solution were each 83 mm long, making the total length of almost 500 mm 

(six channels). If a chip has to pump more than one or two liquids, the area used 

only for pumping could be too large for this pumping mechanism to be effective.  

As far as the electrohydrodynamic pumps are concerned, they require fluids 

with conductivity between 10
-8

 and 10
-10

 S/cm in order to function. In general, the 

forces acting on a fluid are the electric field force, the dielectrophoretic force, the 

dielectric force, and the electrostrictive force. The equation describing these effects 

is given as:  
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Here, q is the electric charge, E is the electric field strength, ε is the permittivity of 

the material, P is the polarization factor, and ρ the mass density of the fluid. The last 

part of the equation representing the electrostrictive force is only important if the 

fluid under observation is compressible. Also, the dielectrophoretic part of the force 

is usually negligible, because it does not lead to a continuous flow for DC fields and 

is considerably smaller in cases of AC fields.  

Conventional EHD pumps can be classified into injection EHD pumps and 

induction EHD pumps, based on the charge induction mechanism [104].  

Injection EHD pumping starts with the formation of space charges through 

injection or electrolytic process at the boundary layers between the electrode and the 

liquid at high electric field strengths. In the case of intermediate electric field 

strengths, the charge creation within the liquid at one or both electrodes is achieved 

through dissociation or electrolytic processes within the liquid itself. The charges 

generated by electrolytic processes are of both polarities and are moved in opposite 

directions inside the liquid. For high field (higher than 100 kV/cm) the liquid is 

ionized at the electrode and ions are then injected into the bulk liquid. In that case, 

the injected charges are of the same polarity as the electrode from which they are 

injected. Both low and high electric fields can be employed for EHD pumping, and 

the voltage applied can be either DC or AC. Due to different electrochemical 

behaviour of the liquid at the two electrodes, one of them is favoured for creation of 
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ionic charges. This permits directional flow and thus pumping of the liquid. Moving 

the ionic charges and the friction process within the liquid then moves the whole 

liquid. The space charge around the electrode varies both with the distance between 

the two electrodes and with the liquid properties.  

In induction EHD pumps, the charges are induced in the liquid. If a 

temperature gradient exists in a slightly conducting liquid, a conductivity gradient 

will be obtained as well. According to Maxwell's equations, a gradient in 

permittivity or conductivity is necessary to have free charges in the liquid. These 

free charges, and thus the whole liquid, can then be transported by using a constant 

electric field. In order to avoid the additional heat generation within the micropump, 

a second mechanism allows for the induction of charges within the liquid. Waves of 

electric fields travelling at the right angle to a liquid/solid interface induce free 

electric image charge in the liquid at the interface. These charges travel in 

synchronism with the potential waves, but lag behind because of charge relaxation 

effects. If the propagation velocity of the travelling wave is too slow, then very little 

charge is induced. If the propagation velocity is, on the other hand, too fast, the 

image charge is only slightly displaced from the potential waves. Thus there is an 

optimum velocity which produces maximum pumping.  

A planar travelling-wave EHD pump has been fabricated by Bart [41]. It 

consists of polysilicon bars, which are 10 microns wide, 1.75 microns thick, and 10 

microns spaced. Every third electrode is connected together, and the three-phase 

voltage is applied to the electrodes to produce a travelling electrostatic wave in a 

direction normal to the polysilicon bars. For silicone oil (σ = 10-12 S/m), pumping 

was visually observable at the frequencies below 2 kHz, and it was even greater at 

frequencies lower than that. Similar system of electrodes was reported by Fuhr, 

where a four-phase voltage was used to generate the travelling electric field above 

electrodes made of chrome and gold (gold or platinum is required in this case, to 

prevent electrolyte reaction on the electrodes in the aqueous salt solution).  

In summary, this section gives an overview of the pumping technologies on 

the microscale. From the point of view of Doctor-on-a-Chip, the non-mechanical 

pumps depicted above probably do not meet the needs, because of the large area 

they occupy on the chip and the large voltage needed for operation. The large 

voltage is especially unsuitable for portable handheld devices, and it could also 

negatively impact the analysis due to interaction with the sample containing 
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negatively charged DNA molecules. As far as the active micropumps are concerned, 

those with actuation principles based on temperature changes (thermopneumatic and 

bimetallic) are not suitable due to the potential impact these temperature changes 

can have on the DNA molecules. For a similar reason, electrostatic pump might be 

unsuitable if the electric field used for deflecting the diaphragm ends up having an 

impact on the negatively charged DNA molecules in the sample (which might be the 

case if the pumping chamber is not completely isolated from the electric field). The 

micropump based on the pneumatic actuation principle is inadequate due to the need 

for an external pump to achieve diaphragm deflection, which complicates 

integration of this pump together with the rest of the analysis system on a single 

chip. The piezoelectrically driven micropump might be suitable due to the simplicity 

of the fabrication process and low interaction with the sample. In chapter 4, the 

micropump based on this actuation principle is chosen for Doctor-on-a-Chip, to 

achieve both pumping and mixing of the liquids at the same time (again, the pump 

has two inlets and is therefore capable of accepting two different liquids). In the 

pumping chamber, due to the diaphragm deflections, the liquids are mixed, and 

pumped out of the chamber and into the channel towards the areas of subsequent 

analysis steps. The pump is shown in figure 2.23, and has three diffusers/nozzles to 

ensure that liquid is pumped out of the chamber always in the same direction, while 

maintaining simple valve-less design that is relatively easy to manufacture. 

2.3. Polymerase chain reaction (PCR) 

This section gives an overview of polymerase chain reaction (PCR), which is 

a well known technique that allows reproduction of a single DNA strand to a billion 

of identical copies. The overview of the basic PCR techniques is followed by an 

overview of micro-systems for PCR analysis.  

2.3.1. Overview of PCR 

Polymerase chain reaction (PCR) multiplies a single DNA strand to a billion 

of identical copies in a short period of time, depending on the implementation of 

PCR and the volume of a sample [36]. It is a very sensitive process that can copy 

DNA in a sample of the density as low as a few copies of DNA per millilitre. PCR 

multiplication greatly increases reliability of the DNA analysis, and many DNA 
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techniques could not be imagined without it. PCR amplification requires target 

DNA, primers (or short single stranded DNA molecules that designate the sequence 

the PCR needs to copy), an enzyme, and a mixture of nucleotides or nuclear acid 

building blocks which are used to synthesize the new DNA.  

Before the PCR process takes place, the primers of about 20 bases long have 

to be synthesized in order to define the sequence of the target DNA to be amplified 

in the process. This implies that the sequences that lie on both ends of the given 

region of interest have to be known prior to PCR, but we do not have to know the 

DNA sequence in between. With the careful design of the primers, the length of the 

sequence to be amplified and the size of the synthesized DNA particles can be 

defined. This can be useful in the subsequent steps of the analysis (for example the 

DNA separation by dielectrophoresis), as will be described in chapter 4.  

Figure 2.28 shows three steps in PCR amplification that are repeated 30 to 40 

times to achieve the multiplication factor of 10
6
 to 10

9
 [36]. Firstly, the PCR mixture 

is heated to about 95 ºC to denature the target DNA, i.e. to break the hydrogen bonds 

between the two strands and separate them. Secondly, the temperature is lowered to 

about 65 ºC to permit the primers to bind to their complementary sequences. It 

should be noted that the two complementary strands will always bind to the 

corresponding primers and not to each other, due to high concentration of the 

primers. 

Finally, in the third step the temperature is raised to just over 70 ºC and the 

DNA polymerase catalyses the formation of the complementary strand between the 

two spots marked by the primers. The new strand, or the new nucleotide chain, is 

built out of the nucleotides from the mixture. The DNA polymerase used in PCR is a 

special heat-tolerant enzyme called Taq polymerase. As a result, after the third step, 

there are two double stranded DNA molecules, and each of those can serve as a 

template for the next cycle. The PCR amplification process is of exponential nature 

and theoretically the number of copies of the target sequence after n cycles is 

expressed by (2
n
 – 2n)x, where x is the number of copies of the original template. 

However, the amplification is never a 100% efficient process due to a number of 

factors that act against it. Therefore, as stated above, 30 to 40 cycles that are 

performed increase the number of target DNA molecules by a factor of 10
6
 to 10

9
.  



 59 

 

Figure 2.28. PCR multiplication : (1) Denaturing at 94-96°C, (2) Annealing at ~65°C, and 

(3) Elongation at 72°C [36] 

It is also possible to target PCR multiplication of different DNA sequences at 

the same time in the same PCR chamber, by adding more primers to the reaction 

mixture to target each sequence [280-283]. This process is called multiplexing or 

multiplex PCR. The advantages of multiplex PCR are the ability to perform multiple 

PCR experiments on a small sample volume (sometimes there is not enough DNA 

available to perform multiple standalone PCR amplifications), low cost, and faster 
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overall analysis [281]. In reality, setting up multiplex PCR is a challenge, because 

the complexity of the amplification process increases exponentially with each 

additional primer. One of the most important requirements for multiplex PCR to 

work properly is compatibility of the primers in terms of their temperature of 

annealing and the complementarity of their sequences. The latter needs to be 

carefully taken into account to avoid excessive binding between primers instead of 

the target DNA and to avoid false negatives if different primers block each other 

during the target DNA amplification [281, 282]. In general, it is important to balance 

the concentration and size of the primers so that the PCR product also yields 

balanced concentrations of amplified target sequences. Moreover, if the PCR 

product is analyzed by using electrophoresis or dielectrophoresis, the primers need 

to be designed such that separation of different amplified target sequences is 

possible with sufficient accuracy [282].  

Implementation of PCR onto a microchip has several advantages over 

standard laboratory PCR techniques. An example of a closed chamber PCR chip has 

been reported in [30]. There are also many other solutions, some of which will be 

described in section 2.3.2. The microfabrication technology allows the fabrication of 

a chamber with the volume in a submicron range, which in general increases the 

speed of PCR due to reduced thermal mass of the PCR mixture. It has been reported 

that it took a PCR chip with 1 μl chamber only 2.5 minutes to perform 30 cycles of 

PCR [29], which is very fast compared to tens of minutes for laboratory PCR. The 

mixture is heated with platinum heaters fabricated on the chip and placed underneath 

the bottom of the chamber. The heaters are driven by the outside circuitry with very 

low power consumption. All the materials used for the PCR chip fabrication have 

proved to be bio-compatible.  

From a commercial standpoint, the disadvantage of PCR is that many 

existing patents surrounding this technology make other potential methods of DNA 

amplification very attractive as lucrative business ventures [284-286]. The most 

promising alternatives to PCR are isothermal DNA amplification methods, which 

have recently attracted many researchers [284-289]. The main advantage of these 

methods, as is apparent from their name, is the fact that the DNA amplification 

happens at a constant temperature, thus eliminating the need for thermal cycling and 

reducing complexity from the heating standpoint. The most common isothermal 

amplification methods are nucleic acid sequence-based amplification (NASBA), 
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strand displacement amplification (SDA), and loop-mediated isothermal 

amplification (LAMP). NASBA is geared more towards RNA amplification, as it is 

performed at a relatively low temperature of 37 °C, which is insufficient to denature 

the DNA double helix. SDA is performed at the same temperature, but is useful as 

DNA amplification method, as it uses a mixture of four primers and two specific 

enzymes to take advantage of the strand displacement effect for target DNA 

amplification. LAMP is the most popular of the isothermal DNA amplification 

techniques, and it is developed to overcome the relatively low target specificity of 

NASBA and SDA. LAMP is carried out at 65 °C, and uses a specific combination of 

primers and polymerases to increase the specificity of the amplification by 

recognizing six different sequences of the target DNA. Although isothermal 

amplification techniques show promise for the future commercial applications, the 

research is still undergoing to bring it up to speed with the PCR amplification 

methods [286-287]. The major disadvantages include low generality of the 

isothermal methods, lack of readily available kits, and much more increased 

complexity of the amplification process in the case of multiplex analysis, when 

compared to multiplex PCR. 

In conclusion, PCR is nowadays the most common method for DNA 

amplification, and is used in many different scientific and commercial fields, such as 

medicine, environmental screening, forensics and others. Successful implementation 

of PCR on a portable chip, both as a standalone product and as a part of an 

integrated device, offers great market potential. 

2.3.2. Microsystems for PCR  

Miniaturized PCR has become very important and are widely used to 

replicate DNA, as described in section 2.3.1. Miniaturization of PCR devices leads 

to many improvements [47-74]: 

 Decreased cost of fabrication and use,  

 Decreased time of DNA amplification, 

 Reduced consumption of biological sample necessary for PCR;  

 Reduced production of PCR products;  

 Increased portability and integration of the PCR device;  

 Acceptable disposal of the PCR reaction vessel; and  
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 Avoidable cross-talk of the PCR reaction.  

In addition, large numbers of parallel amplification analyses on a single PCR 

microfluidic chip can lead to more accurate information and greater understanding 

necessary for some particular bioassays, which are difficult, unpractical, or even 

impossible to perform on a macro-scale PCR device. Much smaller PCR reaction 

vessels can increase resolution while reducing the overall size of the PCR device, 

but effects related to the nonspecific adsorption of biological samples to the surfaces 

of the vessel may become significant as a result of the increased Surface-to-Volume 

Ratio (SVR) upon miniaturization, which may inhibit PCR amplification. 

Most of the chips designed for PCR on a micro scale utilize either silicon or 

glass as the material for the substrate, in which the microfluidic network necessary 

for sample and reagents manipulation is built [e.g. 47, 73, and 75]. The reason these 

materials dominate the PCR microchips design is that there are well established 

methods of photolithography and chemical etching, which can be conveniently and 

effectively used to create microfluidic elements. Silicon is currently dominating as 

the material of choice for these applications, but there are also an increasing number 

of glass chips, due to some limitations in silicon [60]. For example, although 

silicon‟s ability to conduct heat very well is desirable for the PCR process (as the 

heat can be efficiently transferred from the heating elements to the chamber), it is 

also a drawback, because too large heat conductivity of the substrate may cause a 

significant drop of the PCR mixture temperature, which in turn requires additional 

isolation of the chamber and hence larger cost of production. Silicon is also a non-

transparent material, which inhibits optical detection of the PCR product. If used in 

the combination with electrophoresis or electroosmotic pumping, silicon‟s electrical 

conductivity also presents a problem. Finally, it has been noted that, as a substrate 

material, silicon inhibits the PCR amplification process, and sometimes it is even 

possible that there won‟t be any amplification at all, due to the reaction at the silicon 

surface. All of these problems with silicon have raised the number of applications in 

which glass is used as a material of choice for PCR chip substrate. Glass has some 

advantages over silicon, such as well-defined surface chemistries, superior optical 

transparency, and good EOF characteristic, which has triggered the integration of 

PCR and capillary electrophoresis separation on a monolithic glass chip or on a 

hybrid silicon/glass chip.  
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However, the PCR microfluidics made of silicon or glass are not disposable 

due to the higher cost of fabrication [60]. Furthermore, the majority of problematical 

issues in silicon/glass microfabrication processing may ultimately hinder their wide 

use in commercial applications. Although no single substrate material can offer a 

preferable solution to all these restrictions including cost, ease of fabrication, 

disposability, biocompatibility, optical transparency, etc., polymers might show their 

superiority over silicon/glass and become the very promising substrate materials for 

PCR microfluidics [61-65]. Currently, many research groups have taken a great 

interest in the development of polymer-based PCR microfluidics, and therefore all 

kinds of polymer-based PCR microfluidics have been reported. Differences in 

production methods between glass, silicon and polymerase PCR chips is given in the 

literature, but it falls outside of the scope of this text.  

As far as the PCR method on the chip is concerned, there have been several 

different approaches to heating and cooling reported [47-74]:  

 Closed chamber PCR amplification works in the same manner as the 

conventional PCR devices, where the PCR solution is kept stationary 

and the temperature of the PCR reaction chamber is cycled between 

three different temperatures. After completion of the PCR reaction, the 

amplification products are recovered from the chamber for off-line 

detection or are detected in an on-line way. The heat is generated by 

microelectrodes placed just outside of the chamber. For example, in 

[52] they are placed underneath the bottom of the chamber. By 

applying the right voltage to the electrodes, the temperature inside the 

chamber is well controlled. This format of PCR microfluidics can be 

separated into two groups, namely single and multi chamber 

microfluidics. Single chamber devices can perform very well in terms 

of fluid and thermal control, and they present beneficial properties such 

as reduction of thermal and fluidic cross-talk between PCR reaction 

micro-chambers. However, they are not suitable for high throughput 

PCR. Instead, many sequential PCR experiments will be needed in case 

of a number of DNA samples to be amplified to meet the detection 

requirement. Furthermore, there is the risk of carry-over from one 

experiment to another, or, in other words, the possibility of incomplete 
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amplification or partial failure if these PCR amplifications are 

performed in the same chamber.  

 

2.29. Thermal cycles in PCR [72] 

On the other hand, multi-chamber PCR chips [48] improve the PCR 

throughput and reduce the analysis time, as well as the required labour 

(due to the introduction of a robot to inject the sample). Nevertheless, 

special care must be taken during the design of a chamber array in 
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order to acquire temperature uniformity between chambers. Without a 

careful design to assure temperature uniformity and the elimination of 

any possible differences in amplification, reliability, repeatability, 

sensitivity, efficiency and specificity of PCR amplification across the 

different chambers may be compromised. In addition, handling and 

processing of small sample volumes in the case of the increasing 

number of PCR reaction chambers on a single chip pose real 

challenges. The resulting issues are loss of sample on the walls of 

transferring devices, loss by evaporation, loss of components from the 

sample during manipulation, and possible loss of sample resulting from 

the immediate contact of the PCR solution with chamber walls. 

 Continuous-flow PCR chips [72] address the problem of static closed 

chamber devices not being able to change the reaction rate, as there is 

always a certain amount of time needed to heat and cool the mixture. 

The continuous-flow devices are based on a time–space conversion 

concept, where, instead of being stationary in a chamber, the PCR 

solution is continuously and repeatedly flowing through the three 

different temperature zones necessary for PCR amplification. This is 

depicted in figure 2.30.   

 

Figure 2.30. Diagram of a continuous-flow PCR chip [72] 

The advantages of this concept are much faster amplification (order of 

minutes) due to rapid heat transfer, low possibility of cross-
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contamination between samples, high potential for further development 

of a chip by incorporating many functionalities, etc. A significant 

limitation of this approach is the fixed number of cycles, which is 

dictated by the channel layout. Continuous-flow PCR devices might 

have different layout of microchannels, e.g. straight capillary channels, 

serpentine channels (such as shown in figure 2.30), or circular channels 

[72]. 

 

Figure 2.31. Thermal convection-driven PCR amplification process [73] 

 Thermal convection-driven PCR chips [71] are similar to the 

continuous-flow chips described above in a sense that the PCR solution 

passes through different temperature zones to obtain heating and 

cooling cycles. However, instead of using a pump as the source of the 

external pumping force, the PCR solution is transported from one area 

of the chip to another by means of buoyancy forces. Because the 

external pumping is not necessary, the design is simpler and cheaper 

for mass production, and does not require any electronic control 

circuits, as cavity/loop is the only requirement. One example of a 
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device employing thermal convection-driven PCR method is shown in 

figure 2.31. The chip consists of an open vessel in which a micro 

immersion heater is dipped to heat the PCR solution.  The convection 

chamber into which the heater is dipped consists of 1.75 mm thick 

silicone rubber sheet with a 4 mm hole. The chamber bottom is 

thermally connected to a temperature controlled aluminium stage. In 

figure 2.31.a, the heater is on the left hand side and next to it a 

simulated convection flow is drawn through the different temperature 

zones. In figure 2.31.b we can see that the reaction is relatively fast, as 

it takes only about 5 seconds for the complete cycle of heating and 

cooling.  

For PCR chips, another important aspect is the ability to integrate the PCR 

method with other methods for manipulation, separation and detection of DNA 

molecules. One example of this is integration of PCR with DNA hybridization 

reaction, which is a selective reaction taking place between target DNA sample and 

a DNA probe [e.g. 46]. The probe is complementary in sequence to the fragment of 

DNA to be detected, and thus it can selectively hybridize to the correct fragment of 

DNA. The principle of DNA microarrays is that the advances in microfabrication 

technology have made it possible to miniaturize the DNA probe detection method. 

One obvious advantage of DNA microarrays is to allow thousands of specific DNA 

sequences to be detected simultaneously on a very small silicon/glass/polymer 

wafer. The fragment of DNA to be detected is usually first fluorescence-labelled and 

PCR amplified, and then hybridized with the probe by sample loading or 

microfluidic technology. To take advantages of the superiority of PCR microfluidics 

and DNA microarrays, a highly integrated microfluidic device has been developed 

on an 8 x 40 x 70 mm polycarbonate wafer smaller than a credit card, which is 

capable of extracting and concentrating nucleic acids from millilitre aqueous 

samples and performing microlitre chemical reactions, serial enzymatic reactions, 

metering, mixing and nucleic acid hybridization [46]. When PC is selected as a 

substrate material, the two ways have been taken into consideration: not only can it 

provide excellent thermal isolation to meet the requirement of independently 

controlling different temperature zones on a single chip but it can also be fabricated 

inexpensively as a low cost disposable thus avoiding any possibility of cross-talk 
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contamination. One of the parameters for optimal PCR process is the thickness of 

the PC wafer, which is optimized to achieve reasonable thermal cycling rates.  

Another example of integration of PCR on a multi-process chip is PCR 

integration with sample preparation [62]. This kind of integration is regularly done 

to prevent failure of PCR due to chemical interference. Although an on-chip 

preparation step is not always necessary for successful PCR amplification, it is 

usually required when using environmental or otherwise complex samples, such as 

whole blood samples. This is because a variety of contaminants can inhibit PCR. It 

is noted, however, that only few attempts have been made to run PCR directly from 

crude blood and cell samples, lessening the need to integrate the sample preparation 

functionality with the PCR microfluidic module. On-chip sample preparation is 

much faster and requires smaller sample consumption over off-chip manual sample 

preparation, which is time-consuming, poorly portable and requires multiple 

expensive laboratory instruments. However, it still takes a longer time to perform 

on-chip sample preparation on a microfluidics chip, compared to performing the 

PCR and capillary electrophoresis on the same chip. Thus the PCR sample 

preparation may become a bottleneck. So far reported integrated chips include 

integrated dual-purpose chips for performing cell isolation and PCR. These were 

developed in glass-silicon hybrid chips, in which a series of 3.5 microns feature 

sized coiled/linear silicon microfilters with short flow paths were used to effectively 

separate white from red blood cells. They were then used for the amplification of a 

202 base pairs sequence of exon 6 of the dystrophin gene directly from genomic 

DNA in filtered white blood cells. However, drawbacks of this system were that 

sample injection, cell isolation, and PCR amplification were not carried out on a 

single chip, thus resulting in the increased risk of sample loss or contamination. 

Moreover, some manual operations were still required for the analysis. The 

improvement of the same chip was Plexiglas-based module for the complete 

integration of blood sample preparation and PCR. This module simplified the 

nucleic acid analyses and it proved to be a simple way of assessing microfluidics 

prior to the microchip fabrication. There are also several ways reported on how to 

filter the PCR mixture to facilitate the amplification process and reduce the 

possibility of contamination. There are several methods for pre-PCR sample pre-

preparation, which are all based on 3-D non-electrophoretic mechanical filtering 

methods [49-51, 55, 61]. For this purpose, electric fields can also be used. The 
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dielectrophoretic effect has been used as a selective filter for holding cells in a 

microsystem, so that the PCR inhibitors can be washed out of the system to increase 

the sensitivity of the PCR amplification. This method has been successfully used for 

the preparation of parasitized cell micro-samples related to malaria [70]. The 

combination of dielectrophoretic force and fluid flow fractionation is used to isolate 

malarially-infected erythrocytes from the other ones, so that only these will be 

subject to DNA isolation and purification. This will facilitate the PCR amplification 

process of the desired DNA sequence. The diagram of the chip is shown in figure 

2.32.  

 

Figure 2.32. Integrated DNA isolation, purification, and PCR amplification [70] 

The dielectrophoretic approach to selective filtration has several advantages: 

(1) there is no need for antibody and hence no changes of biological properties of 

cells due to the antibody reaction will occur, (2) the electric fields are non-

destructive for cells, and the nature of cell growth and splitting will not alter, (3) the 

electric field strength, frequency and phase are easily controlled and thus the 

automation of the process is facilitated, and (4) dielectrophoresis can be coupled 

with other methods, such as fluid flow fractionation in this case, to acquire an 

optimized separation effect. Some disadvantages of dielectrophoresis are the limits 

imposed on conductivity and pH of the fluid carrying the cells (the dielectrophoretic 

flow has a huge dependency on the suspending medium), cell lysis or sample 

heating that may occur when applying the electric field (e.g. even cell destruction 

might occur if the setup is not right), and adhesion of cells to the electrodes.  

Another and probably the most common operational component integrated 

with PCR on a single microfluidic chip is capillary electrophoresis, which forms the 

PCR-CE integrated microfluidic chip allowing for the on-line separation and 
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detection of PCR products [e.g. 55]. The theoretical advantages of performing CE in 

a miniaturized channel (or capillary) may be evaluated by the single determinants of 

separation efficiency given as N / (t * d
2
), where N is the so called “number of 

theoretical plates”, t is the analysis time, and d is the capillary diameter. This means 

that the separation efficiency per unit time is inversely proportional to the square of 

the capillary diameter, and indicates the potential of microfluidic technologies to 

greatly improve the performance. There are many types of microfluidic devices with 

a certain degree of functional integration reported in the literature. They can be 

fabricated either on glass, polymers, silicon, or as hybrid chips (e.g. silicon and 

glass). There are several aspects to the PCR and CE integration. Firstly, the 

microheater and the temperature microsensor can be coupled to the PCR microchips 

leading to a decreased thermal mass of the system, as compared with commercial 

thermocyclers used in PCR-CE chips, allowing for the rapid heating rates of over 10 

°C/s. Furthermore, the microfabricated resistance temperature detector can be placed 

within the reaction chamber, allowing for a more accurate temperature 

measurement. Another advantage is saving the total DNA analysis time by 

parallelizing or multiplexing the DNA amplification on a single micro-device. Also, 

the sensitivity of the PCR amplification of the total systems can be enhanced to the 

level of detecting a single DNA copy, which will facilitate studies of expression 

from individual cells and genetic heterogeneity. In addition to that, other functional 

components have been incorporated into PCR-CE systems to form a more complete 

analytical microfluidic chip, such as sample loading by valves and hydrophobic 

vents, cell lysis, and on-chip DNA concentration through a porous, semi-permeable 

polysilicate membrane, allowing further reduction of the analysis time by decreasing 

the number of thermal cycles. In addition, inexpensive polymeric materials may 

have taken an increasingly important role in fabricating PCR-CE integrated 

microfluidics, taking advantage of the superiority of polymeric materials in optics, 

electrical insulation, microchannel surface charge and fabrication cost.  

2.4. On-chip DNA detection methods 

This section covers the DNA detection methods suitable for integration onto 

microchips [113-142]. Traditionally, DNA detection was performed on a macro-

scale in laboratories using well established optical read-out arrangements. These 
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techniques rely on experienced and well trained personnel to perform the read-out 

on extremely expensive laboratory equipment. With advances in microfabrication 

technologies, the emphasis of the research in DNA detection methods has shifted 

toward various techniques deployed on a microscale, which allows for integration of 

the detection method of choice into the system that already contains extraction, 

purification, PCR amplification and other analytical techniques in DNA analysis. 

Several different detection methods (with numerous variations) have been reported 

in the literature. Here, some of the most important concepts will be described.  

Optical detection methods 

Optical detection method reported in [128] relies on fluorescence 

microscopy. It is a well known and tested method heavily used on a macroscale, 

which allows efficient detection of a single DNA molecule in a sample volume of 

several femto-litres. Miniaturization of this method is not a straightforward task, 

because it requires ultra-sensitive low-noise photodiodes with on chip filters. In the 

literature, the fabrication of silicon-based photodiodes with on-chip interference 

filters have been integrated onto electrophoresis columns for detecting fluorescence 

signals from labelled DNA samples. The detectors were developed for DNA band 

detection in micro-electrophoresis columns and could detect double stranded DNA 

in concentrations up to 10 nanograms per microlitre. However, the detector 

sensitivity needs to be further improved in order to sense low concentrations of 

DNA while performing high-resolution separations or real time PCR. Diode 

response to fluorescent signals can be significantly improved by enhancing 

photocarrier generation in the active region and by increasing the collection 

efficiency of the generated photocarriers. The DNA analysis device consists of two 

parts:  

 Silicon side which includes the heaters/temperature sensors and the 

photodetectors, and  

 Glass side which has the fluidic network.  

The glass side is glued onto the silicon side to render an integrated 

microfluidic device. Several photodetectors can thus be incorporated very close to 

the microfluidic channel at desired locations. Figure 2.33 shows the experimental 

setup for testing the device. Filtered (blue) light from a LED is used to excite DNA 
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samples (stained with fluorescence dyes) inside a microfluidic channel. The 

fluorescent light signal is collected by the photodiode in the silicon substrate. 

Photoinduced voltages were measured using a HP multimeter that was interfaced to 

a computer with a LabView program.  

 

Figure 2.33. Experimental setup for on-chip fluorescence detection [128] 

 

Figure 2.34. The principle of the particle detection system [139] 

Another reported method for optical detection of DNA molecules based on 

fluorescence uses the travelling wave dielectrophoretic effect integrated with fiber 
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optics [139]. The schematic diagram of the method is shown in figure 2.34. The 

system can be used to detect the particles which are either fluorescent or not. If the 

particles are not fluorescent (figure 2.34.a), the light passes through the fiber optics 

and gets scattered when the particles are passing in the travelling electric field. The 

scattered light is detected by a photodiode.  

In case of the fluorescent particles, they are excited by the light of an 

appropriate wavelength. The emitted light, which is of longer wavelength, is 

transmitted via a detection fibre and an interference filter (680 nm), to a photodiode 

for detection. In this way, the number of moving particles can be detected by 

looking at signals detected by the photodiode, providing that they do not overlap as 

they pass the detection point. If the time is measured for the particle to move from 

one detection point to the next, its velocity can be easily calculated. Figure 2.35 

shows a schematic diagram of the particle analysis chip. A suspension of particles 

(cells or latex spheres) is suspended in a carrier medium and introduced into the 

device using a syringe pump. Under optimal conditions fractionation of the particles 

occurs. The optical fibers for interrogating the particles are embedded in channels 

fabricated in the base plane of the device as shown in the figure. The device is 

encapsulated with a transparent lid to assist with particle observation. 

 

Figure 2.35. Schematic representation of the integrated particle analysis chip [139] 

Impedance measurement methods 

Another way of detecting particles in integrated micro-analysis systems is 

impedance measurement [137, 138, and 141]. In such systems, the particles under 
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observation are brought to the microelectrodes by means of the force acting upon 

them. The force in question can be dielectrophoretic in nature, and the electrodes 

that are used for impedance change measurement due to the arrival of particles can 

also be the source of the highly non-uniform electric field needed for the 

dielectrophoretic effect to occur. Such system is described in [137], where the 

authors refer to the method as DEPIM (dielectrophoretic impedance measurement). 

The positive dielectrophoretic force is utilized to capture suspended biological 

particles onto an interdigitated microelectrode array in the form of pearl-chains. 

Higher cell concentration results in faster development of the pearl-chains, which 

are electrically connected in parallel to the electrode gap and hence increase the 

conductance and the capacitance between the electrodes. By monitoring the 

temporal variation of the electrode impedance, it is possible to quantitatively 

evaluate the cell population according to a theoretical model of cell collection 

process. DEPIM can realize fast and simple bacteria inspection by using only 

electrical phenomena and instruments. The process of detection can also be made 

selective of the particle population if the dielectrophoretic force on the population of 

different particles is tuned in a way that only the desired population will be attracted 

to the microelectrodes and have impact on the change of impedance. The 

dielectrophoretic force in general also serves to improve the sensitivity of the 

detection system, as the greater number of gathered cells at the electrode edges mean 

the greater impedance change, and hence the easier detection.  

The sensitivity of the system can also be improved by using 

electropermeabilization, which the effect defined as a transient increase in the 

membrane permeability for components of the cell interior and the extra cellular 

medium such as various ions, proteins, drugs, DNA and RNA. It is expected that the 

electrical conductance of one biological cell may transiently increase if the 

intracellular ions are released by electropermeabilization after DEP cell trapping in 

the DEPIM protocol. In the case of DEPIM, the same electric field used for 

generating the dielectrophoretic force is also used for electropermeabilization (it 

can, however, be even further increased to improve the effect of 

electropermeabilization). This is illustrated in figure 2.36, which shows a schematic 

diagram outlining the principle of the DEPIM combined with 

electropermeabilization. Figure 2.36.a shows the preliminary dielectrophoretic 

trapping of cells at microelectrodes, 2.36.b shows electropermeabilization under 
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increased electric field, and 2.36.c shows release of the intracellular ions through the 

perforated cell membrane. 

 

Figure 2.36. Schematic diagram of dielectrophoretic impedance measurement 

combined with electropermeabilization [137] 

DNA detection based on amplification of gold nano-particles 

Another method of detecting DNA is by labelling DNA with gold probes 

[e.g. 118, 120, 123, and 135]. The method of choice for detecting the labelled DNA 

in this case is the quartz crystal microbalance (QCM), which is a simple, cost-

effective, high-resolution mass sensing technique, based upon the piezoelectric 

effect. In this case, the gold nanoparticles were used as mass amplifiers to improve 

the frequency signal of QCM detection of DNA.  

As mass amplifier, gold nanoparticles can be linked to DNA by two 

approaches: one is the so-called direct labelling when nanoparticles are linked with 

thiol-modified oligonucleotides via Au–S bond. The other is indirect labelling when 

the nanoparticles are connected with DNA through a biotin–streptavidin conjugate. 

In the direct-labelling method, HSDNA is firstly incubated with nanogold and then 

hybridized with DNA probe immobilized on the gold surface of a quartz crystal. In 
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the indirect-labelling method, biotin–DNA is hybridized with a DNA probe on the 

gold surface of a quartzcrystal at first and then labelled with streptavidin–gold. 

Both indirect and direct labelling of DNA probes with gold nanoparticles 

was studied in [135]. The frequency change of the indirect-labelling method 

achieved 105 Hz, and that of the direct-labelling method was about 39 Hz, which 

represents the difference of 2.7 times. Therefore, the frequency change of the 

indirect labelling method was much more significant than that of the direct-labelling 

method under the same hybridization conditions. The frequency decline of 

nonspecific adsorption was about 3 Hz.  

 

Figure 2.37. One-time vs. two-times amplification [135] 

To further improve the frequency change signal, two-times hybridization 

amplification of gold nanoparticles was carried out. After one-time amplification of 

indirect-labelling hybridization, one layer of streptavidin–nanogold had been 

connected to the surface of the gold electrode. Then biotinpoly A (S1) was dropped 

to conjugate with streptavidin–nanogold at room temperature for 40 min. The 

second time of hybridization was performed by adding biotin-poly T (S2) solution 

onto the surface of a gold electrode. Finally, the second layer of gold nanoparticles 

was connected with streptavidin–nanogold conjugation. The sensitivity of two-times 

amplification detection proved to be one order of magnitude higher than that of one-

time amplification detection. In the case of one-time amplification, the smallest 

detectable concentration of the target DNA was 100fM, and in the case of two-times 
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amplification it was as small as 10 fM.  It was indicated that the two-times 

amplification detection can connect more gold nanoparticles and further improve the 

frequency decline signal, which results in the higher sensitivity. The schematic 

diagram of one-time versus two-times amplification is shown in figure 2.37. 

Inductance based sensor for DNA detection 

A method for DNA detection, which utilizes measurement of inductance 

change of the sample containing the target DNA due to the presence of magnetic 

beads, has been reported in [115]. The schematic diagram of such a sensor is shown 

in figure 2.38.  

 

Figure 2.38. Schematic diagram of the sensor [115] 

The core of the sensor is a planar spiral inductor, which is sandwiched 

between an insulating layer on the top and a layer of permalloy at the bottom. The 

probe DNA particles are attached to the surface and thus immobilized. When the 

target DNA with the magnetic beads attached to them is washed over the surface, 

the specific hybridization of the target DNA and the probes occurs. This will result 

in formation of an immobilized layer of magnetic beads right above this surface. 

This layer has high magnetic permeability and together with the underlying 

permalloy layer forms the magnetic core and completes the magnetic circuit. This in 

turn increases the coil inductance, which serves for detection of the hybridization 

process. In the paper, the numerical model of the sensor is presented and different 
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physical parameters were discussed in order to maximize the sensor sensitivity by 

optimizing the dimensions and thicknesses of different layers. This, however, falls 

outside the scope of this thesis.  

To summarize the DNA detection methods from the point of view of Doctor-

on-a-Chip, the methods which measure impedance and inductance changes in the 

system to detect DNA molecules are much more suitable compared to the optical 

detection methods, which require expensive equipment and thus increase both 

complexity and cost of the analysis. Measuring impedance or inductance changes 

should be simple to produce and integrate onto the chip that performs the analysis, 

and should also be sufficiently sensitive and robust to achieve dependability of the 

system. In the next chapter, the overview of the Doctor-on-a-Chip device is given 

with the proposal to use inexpensive and dependable method of detecting DNA 

molecules based on the measurement of impedance changes at the detection spots 

due to the presence of DNA molecules.   

To summarize, this chapter gave the extensive overview of the microfluidic 

technology and, in particular, the aspects relevant to Doctor-on-a-Chip. The 

chapter started with the overview of the DNA analysis systems available to date, 

both surface based and microfluidic based. Since Doctor-on-a-Chip is a 

microfluidic chip, the extensive overview was given of different microfluidic 

components used for on-chip manipulation of liquid, such as mixers, valves, and 

pumps. Different methods of implementing PCR on a chip and different DNA 

detection methods suitable for on-chip integration were also analysed, to give a 

complete picture of microfluidic technologies crucial for Doctor-on-a-Chip concept 

development.  
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Chapter 3. Dielectrophoresis 

This chapter gives an overview of the dielectrophoretic theory and practical 

examples of using dielectrophoresis for particles manipulation in microsystems. The 

first part of the chapter covers theoretical description of the dielectrophoretic effect, 

together with some of its most important aspects, such as dipole moment of the 

polarized particle, complex permittivity, and dielectrophoretic force and torque. The 

second part of the chapter gives an overview of practical examples of usage of 

dielectrophoretic traps, travelling wave dielectrophoretic arrays, electrorotation 

chambers, and other types of microelectrode systems that were successfully used to 

manipulate micro- and nano-particles in a repeatable and controllable manner. 

As stated in chapter 1, the objective of this research is to investigate the 

possibility of manipulation of DNA molecules by using dielectrophoresis (DEP), 

and the possibility to integrate a system of microelectrodes for dielectrophoretic 

manipulation of DNA molecules onto a microfluidic chip, which would perform all 

of the steps in the analysis of a sample to detect pathogen DNA.  

In general, one of the common and most important tasks in biochemical 

processes is manipulation, separation and/or concentration of sub-micron particles 

[145]. There are many techniques that can be used for this purpose, which include 

optical tweezers, lasers, magnetic sorting, filtration, and different approaches using 

electric fields [e.g. 143, 145]. Many of these techniques have already been 

implemented on microchips and used in research and commercial applications. Of 

the techniques using electric fields, the most common for many years have been 

electrophoresis and electroosmosis, which are based on DC electric fields. Only 

recently the effects of manipulating sub-micron particles in AC electric fields have 

drawn attention of researchers. The effect of dielectrophoresis has been described 

for the first time in 1970s [146], and then it was thought that the effect will not be 

usable for sub-micron particle manipulation due to high electric field strengths 

required in that case. As will be shown in section 3.1, the DEP force is proportional 

to the particle‟s volume, and until late 1990s the microfabrication technology was 

not capable of producing microelectrodes with such small features that the electric 

AC field strength of the order of magnitude of MV/m could be achieved with small 
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voltages. Hence, it was thought that any DEP effect would be masked inside the 

electric field due to induced electrohydrodynamic pumping of the suspending liquid.  

However, with advances in microfabrication technologies, it is today 

possible to produce microelectrodes with spacing of order of magnitude of one 

micron and below. If two microelectrodes are spaced 1 micron apart and a voltage of 

1V is applied between them, the electric field strength is 1 MV/m, which is shown to 

be sufficient to trap sub-micron particles with dielectrophoresis. Numerous 

publications have shown results of successful manipulation of genomic DNA, 

biological cells, viruses, bacteria, and artificial sub-micron particles in such small 

systems of microelectrodes [e.g. 143-211].  

3.1. Theoretical background of dielectrophoresis 

3.1.1. Dielectrophoretic force on a dipole 

Dielectrophoresis (DEP) is the term used to define the translational motion of 

neutral matter caused by the polarization effects in a non-uniform electric field [15]. 

This effect is illustrated in figure 3.1, which compares the behaviour of the charged 

and neutral body in a non-uniform electric field. 

 

Figure 3.1. Dielectrophoretic effect [15] 

If a charged body is placed inside the electric field, it experiences the force 

that tends to move the body towards the electrode with the opposite charge. The 
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neutral body, however, will experience the effect that is essentially different. Under 

the influence of the electric field, the neutral body becomes polarized (several types 

of polarization are described in the literature [e.g. 15]). In effect, it acquires the 

negative charge on the side nearest to the positive electrode and the positive charge 

on the side nearest to the negative electrode. Since the body is overall neutral, these 

charges are equal, and since the field is non-uniform and diverges across the 

particle, the forces on these two charges are unequal and the neutral body will tend 

to move. The direction in which the body will move does not depend on the electric 

field direction, so dielectrophoretic effect can be observed both in DC and AC 

electric fields. Usually, AC fields are used because in this way the influence of the 

polarisable particle‟s charge on its electrically induced movement is reduced [145]. 

As depicted in figure 3.1, the polarized body can be analyzed as a dipole, 

with equal and opposite charges +q and –q located a vector d


apart. The dipole is 

located in a non-uniform electric field described with the vector E


. If we assume 

that the dipole does not influence the given value of the electrical field strength in its 

vicinity, the force on the dipole will be equal to the sum of the two forces acting on 

the positive and on the negative charge of the dipole:  

)()()( rEqdrEqrF


                 (3.1) 

Here, r


 is the position of the negative charge –q. If d


 is much smaller the 

characteristic dimension of the electric field non-uniformity, equation (3.1) can be 

simplified as follows. The electric field vector can be expanded about position r


 

using the vector Taylor series expansion:  

...)()()(  rEdrEdrE


               (3.2) 

In the previous equation, the additional terms, of order d
2
, d

3
, and so forth, have 

been neglected, so that equation (3.2) can be written as:  

)(rEdqF


                   (3.3) 

The dipole moment of a polarized particle is given as 

dqp


                   (3.4) 
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By combining equations (3.3) and (3.4), the dielectrophoretic force on a particle 

with a dipole moment p


, which is placed in a non-uniform electric field E


 at the 

position given by a vector r


, equals 

)(rEpF


                   (3.5) 

From equation (3.5), we can see that the dielectrophoretic force on a polarized 

particle is equal to zero if the electric field is uniform. This equation is an 

approximation of the DEP force on a particle, because we have neglected the size of 

the particle when compared to the characteristic dimension of the electric field non-

uniformity. This approximation is sufficient for the imposed force calculation, 

because the assumption that we make about the particle size is valid in practice 

[146-147]. However, for situations in which we have a collection of particles that 

interact between them, the equation might lead to a significant error, because the 

non-uniformities of the electric field induced by the particles are comparable to their 

dimensions. Then the higher order effect must be taken into account [149-150, 153].  

3.1.2. Dielectrophoretic torque on a dipole (electrorotation) 

The effect of electrorotation occurs when a dipole moment vector of a 

polarized particle in the electric field does not align in parallel to the field vector 

[148]. This effect is due to torque that the particle exhibits around its centre. In 

accordance with figure 3.2, there are two contributions to this torque, one per each 

charge:  
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               (3.6) 

If we use the dipole moment vector equation given with equation (3.4), the torque on 

the particle is given by:  
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From equation (3.7) we can see that the torque on a particle depends on the electric 

field vector curl, and not its gradient, which means that the torque can be present 
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even in a uniform electric field. The only requirement is that the dipole moment 

vector and the field vector are not in parallel. If that is the case, it will take a finite 

amount of time for a particle to re-align with the field vector if the direction of that 

vector changed. Hence, if the electric field vector constantly changes direction, it 

will cause the particle rotation, as its dipole moment will always tend to re-align 

with the field.  

3.1.3. Complex permittivity 

Complex permittivity describes the frequency dependent response of the 

dielectric particle to the electric field [147]. Some dielectric media are ideal, i.e. 

loss-free, and have a constant permittivity, but this is not true for most of them. The 

non-ideal dielectric media are called lossy, and their polarization depends on the 

frequency of the applied electric field. For a parallel plate capacitor with an ideal 

dielectric between its plates, the impedance is given by the following equation:  

Ci
Z



1
                   (3.8) 

Here, ω is equal to 2πf, where f is the frequency of the electric field, i is 1 , and C 

is the capacitance of the dielectric. If the dielectric is lossy, the impedance is given 

by: 

RCi

R

CiR
Z

 





11

1
                (3.9) 

Here, R is the resistance of the lossy dielectric, and the equation is the same as if it 

describes the resistance R connected in parallel with the ideal capacitance C, which 

is a common representation of a lossy dielectric. If we use the equation for a parallel 

plate capacitor whose capacitance is given by the plate surface area and the distance 

between the parallel, we get the following: 

d

A
C ~                 (3.10) 

Here, A is the plate surface area, d is the distance between the plates, and ~  is the 

complex permittivity given by:  
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


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~                (3.11) 

Here, ε0 is the absolute permittivity of vacuum, εr is the relative permittivity of the 

dielectric, and σ is the conductance of the dielectric. The equation for Gauss law of 

charge conservation is given for the lossy dielectric as:  
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                 (3.12) 

Here, ε is equal to ε0εr and represents the total permittivity of the dielectric. Since 

the electric field vector is complex, in general case, the permittivity should also be 

treated as complex wherever it makes sense to do so.   

3.1.4. Induced effective dipole moment of particles 

Real systems in which particles are manipulated by using electric fields often 

consist of a number of dielectrics with different electrical properties [e.g. 150, 153]. 

The dielectric particles are usually suspended within a dielectric fluid in such 

systems. When the electric field is applied, the surface charge accumulates at the 

boundaries of these different dielectrics due to their different dielectric properties 

[147]. Since the polarisabilities of the dielectrics are frequency dependent, the 

surface charge accumulation is also a frequency dependent effect. Hence the 

analysis of the overall force on particles and the calculation of the particles‟ 

effective dipole moment must be conducted by using complex permittivities.  

The simplest case is that of a single homogenous dielectric sphere suspended 

in a homogenous dielectric medium. The derivation of the equation for the effective 

dipole moment of the particle in this case is given in [15]. The result is given by the 

following equation:  
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Here, εm is the permittivity of the suspending medium (i.e. fluid), εp is the 

permittivity of the particle, a is the radius of the particle, and E is the electric field 

strength. It should be noted that the notation is different for real and complex 
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permittivities in this case: m
~  is the complex value of the medium permittivity, and 

m  is the real part of that complex permittivity. The same notation will be used 

throughout the text.  

Sometimes the equation for the effective dipole moment of a particle is 

simplified, and includes the volume of the particle. For example, for a spherical 

particle, the equation is given as:  

Evp
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~                 (3.14) 

Here, v is the volume of the particle, and ~  is the effective polarisability of a sphere 

given as:  
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Here, fCM is the Clausius-Mossotti factor, which is often used to describe the 

frequency dependence of the polarisability of particles.  
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Figure 3.2 shows the plot of the variation of the real and imaginary parts of the 

Clausius-Mossotti factor with the frequency of the applied voltage.  

 

Figure 3.2. Real and imaginary parts of the Clausis-Mossotti factor [15] 
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The real part depends solely on the conductivity of the medium and the particles at 

low frequencies. At the high frequencies, the permittivities of the particles and the 

medium are the dominating factors. On the other hand, the imaginary part has a 

value of zero at low and high frequencies, but reaches a maximum at medium 

frequencies (order of MHz in figure 3.2). The reciprocal value of this frequency, 

also called the Maxwell-Wagner relaxation frequency, represents the relaxation time 

of the particles polarisability.  

mp

mp

MW





2

2




                 (3.17) 

Figure 3.2 shows the general case of a particle suspended in the medium with 

the AC voltage applied to a system of microelectrodes. In reality, the variation of the 

real and imaginary parts of the Clausius-Mossotti factor can show somewhat 

different shape when plotted against the frequency of the electric field. Figure 3.3 

shows the case in which a latex sphere is suspended in water [146].  

 

Figure 3.3. Real and imaginary parts of fCM for a latex sphere suspended in water [15] 

In this particular case, the particle conductivity is much larger than the 

medium conductivity, and the particle permittivity is much smaller that the medium 

permittivity. Therefore, the real part of the Clausius-Mossotti factor (solid line in 

figure 3.3) goes from the value of 1 at low frequencies to the value of around -0.5 at 

high frequencies. On the other hand, the imaginary part (dotted line in figure 3.3) is 

equal to zero at high and low frequencies, and the graph reaches minimum at about 1 

MHz, where it is equal to around -0.75.  
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Similar to equation (3.15), which shows the effective polarisability of a 

sphere, equation (3.18) shows the effective polarisability of a homogenous dielectric 

ellipsoid with the half lengths of the major axes given as a1, a2, and a3 [153-155]: 

nmn K
~

3~                    (3.18) 

Here, αn is the effective polarisability given for each of the major axis, and therefore 

n can be equal to 1, 2, or 3. Kn is a frequency dependent factor similar to Clausius-

Mossotti factor, and is given by:  
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Here, A is the depolarizing factor for the axis n, and is given by:  
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Here, s is the arbitrary distance for integration, and B is given as:  
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Given equation (3.14) for the effective dipole moment and equation (3.19), the 

following equation can be used to calculate the effective dipole moment of 

ellipsoids:  
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More details about the behaviour of the ellipsoidal dielectric particles in AC 

fields, such as the particle orientation in the field due to torque, can be found in the 

literature [e.g. 161].  
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Figure 3.4. a) Schematic of a spherical particle with a single shell, b) The frequency 

variation of the equivalent fCM with a1 = 2.01x10
-6 

m, a2 = 2.0x10
-6 

m, ε1 = 78.5ε0, ε2 = 10ε0, 

ε3 = 60ε0, σ1 = 10
-4 

Sm
-1

, σ2 = 10
-8 

Sm
-1

, σ3 = 0.5 Sm
-1

 [161] 

The two models given above for spherical and ellipsoidal particles in AC 

fields are not sufficient for modelling some biological particles with complex 

internal structures, such as cells and some viruses [161]. The most common 

approach in the literature is to model these particles by using shell models, in which 

particles are represented as concentric multi-shells surrounding each other. Each of 

these shells has different properties, and the boundaries between them represent the 

boundaries inside the cells where two different biological materials get into contact. 

The simplest shell model is shown in figure 3.4, where the particle is represented as 

consisting of two different types of materials and surrounded by a suspending 

medium. This shell model has two relaxation frequencies, one for each interface. 

The effective polarisability and the effective dipole moment are given by the 

following two equations:   
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These equations are very similar to those equations above describing the spherical 

dielectric particles, but instead of the complex permittivity of a homogenous sphere, 

a more complex expression is used in the Clausius-Mossotti factor calculation, 

where the particle is represented by the following formula for complex permittivity: 
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Here, γ12 is the ratio between the outer and the inner shell radius, i.e. γ12 = a1/a2. The 

plots of the real and imaginary factors of the Clausius-Mossotti factor are shown in 

figure 3.4.b. As stated above, this shell model has one relaxation frequency per 

interface, and hence the real part graph (solid line in figure 3.4.b) shows two 

inflection points, and the imaginary part graph (dotted line in the figure) has one 

local maximum and one local minimum at these relaxation frequencies.  

More complex shell models with two or more interfaces between different 

biological materials inside the particles can be found in the literature [161, 164-170], 

but fall out of the scope of this text.  

3.1.5. Dielectrophoresis in AC fields 

Compared to DC fields, dielectrophoresis in AC fields has several 

advantages [162, 172-181]. The most notable one is that AC fields of a sufficient 

frequency generate much less fluid pumping than DC fields of similar magnitudes. 

In practice, all of the experiments reported to have successfully manipulated 

particles in micron and sub-micron range have used AC fields. Therefore, the 

discussions in the following text will presume the usage of AC fields, and not DC 

fields.  

If the voltage applied to the microelectrodes has a single frequency ω, all of 

the time dependent values in the system can be represented by phasors. At any point 

in space, the potential is given by:  
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                (3.26) 

Here, the vector x represents the position in space, and Re denotes the real part of the 

complex phasor of the potential, which is given by:  

IR i 
~

                 (3.27) 

Here, ΦR and ΦI are the real and the imaginary parts of the complex potential, 

respectively. Similarly, we can write the equations for the electric field:  
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Here, the tilde denotes the complex value of the electric field phasor given as:  
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If the phase is constant across the system, the imaginary part can be neglected. In 

that case, by using the equations (3.5) and (3.14), the time-averaged DEP force 

becomes [e.g. 184]:  
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Here, ERMS is the root mean square value of the electric field. Instead of the RMS 

value, we can use the amplitude of the electric field. Equation (3.30) shows that the 

DEP force is proportional to the volume of the particle and the gradient of the field 

magnitude squared. The force is also dependent on the permittivity and conductivity 

of the medium and the particle (through the effective polarisability given by 

equation (3.15) in the case of the spherical particle).   

The real part of the effective polarisability defines the frequency dependence 

and the direction of the force. It can be shown that if the polarisability of the particle 

is greater than the polarisability of the medium, the real part of the effective 

polarisability (i.e. Clausius-Mossotti factor) is positive and the particles therefore 

move to the regions of high field strength. If the polarisability of the particle is less 

than the polarisability of the medium, the real part of the effective polarisability is 

negative, and hence the particles move towards the regions of the low field strength. 

These effects will be shown in section 3.2, when some practical experiments and 

results will be shown and analyzed.  

In the case where multiple voltages with different phases are applied to the 

electrodes, the DEP force expression becomes more complex, as the imaginary part 

of the electric field cannot be neglected [184]. In that case, the equation for the DEP 

force calculation becomes:  
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Here, Im denotes the imaginary part of the complex value, in this case the effective 

polarisability. It is clear from equation (3.31) that if the imaginary part of the electric 

field phasor equals zero, the entire second term on the right hand side of the 

equation becomes zero, and equation (3.31) is equal to the equation (3.30). It should 

be noted that the second term depends on the imaginary part of the Clausius-

Mossotti factor, and hence its value equals zero at high and low frequencies, and 

reaches its maximum at the Maxwell-Wagner relaxation frequency [146].  

If the electrodes are of a suitable layout, the second term on the right hand 

side of equation (3.31) can represent the travelling wave electric field. This leads to 

the effect of the travelling wave dielectrophoresis (TWD), which can be used for 

particle transportation along the electrodes [185]. Generally, both of the electric 

field components need to exist for TWD to be effective:  

 The particle is levitated above the electrodes to the regions of low field 

strength (i.e. the real part of the Clausius-Mossotti factor is negative), and  

 The imaginary part of the Clausius-Mossotti factor is non-zero, and hence 

the particles experience the force of the travelling field wave.  

Another effect that occurs in the electric field with the spatially dependent phase is 

electrorotation. The particle‟s dipole moment always tends to align itself with the 

electric field that induced it. After the dipole has aligned and the electric field vector 

has changed the direction, it will take a finite amount of time for the dipole to align 

itself with the field again. If the field vector continuously changes direction, i.e. if it 

is rotating, the particle will also rotate with it, since it will experience the torque, as 

already mentioned in section 3.1.2. The time-averaged expression for the 

electrorotation torque is given as:  
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Here, the star symbol denotes complex conjugate. Similar to TWD, the 

electrorotation effect reaches its maximum at the Maxwell-Wagner relaxation 

frequency, and equals zero at low and high frequencies of the applied voltage.  
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3.2. Practical dielectrophoresis applications 

Ever since nanotechnology has evolved enough to produce small 

microelectrodes capable of generating relatively strong non-uniform electric fields 

on a micron and sub-micron scale, dielectrophoresis has been a research topic in 

many different areas which involve manipulation and characterization of very small 

particles [146-209]. As nanotechnology advances even further, the potential of 

applicability of dielectrophoresis on even smaller particles greatly increases. The 

goal of many of these research efforts is controllability and reproducibility of the 

particle manipulation. This requires understanding and elimination of certain 

masking effects already described in this text. In this section, the most up to date 

efforts in the area of dielectrophoresis will be addressed, and many methods of using 

the dielectrophoretic force in practice will be shown, together with certain obstacles 

that the researchers need to overcome to reach a high level of controllability of 

dielectrophoretic manipulation of particles.  

3.2.1. Concentration of particles within solutions 

Probably the oldest practical application of the dielectrophoretic effect is 

concentration of small particles suspended in the fluid [e.g. 173]. As discussed in 

section 3.1, the dielectrophoretic force on particles is proportional to the real part of 

the Clausius-Mossotti factor and the gradient of the electrical field squared. Based 

on the polarity of the real part of fCM, the dielectrophoretic force will act either in the 

same direction as the gradient of the electrical field squared (if the real part of fCM is 

positive), or in the opposite direction. The polarity of fCM depends on the frequency 

of the applied voltage and the permittivities and conductivities of the particles and 

the suspending medium.  

In order for the particle concentration to occur, the electric field local 

minimum or maximum must exist somewhere in the system of microelectrodes. In 

these areas the gradient of the electric field squared, as well as the dielectrophoretic 

force on particles, equals zero. This is a necessity if the goal is to concentrate 

particles in certain areas, as this is feasible only in the areas where the force on 

particles diminishes (otherwise, the particles are constantly moving and it is difficult 

to concentrate them). Therefore, a system of microelectrodes for concentrating 
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particles must be designed in a way to generate the dielectrophoretic force on 

particles acting towards the local electric field minimum or maximum. When the 

particles reach this area, the dielectrophoretic force approaches zero, and the 

particles stop moving. If we turn off the electric field in the system, the 

dielectrophoretic effect does not take place any more, and the particles would again 

disperse around the system due to diffusion and Brownian motion. However, as long 

as the electric field is on, the dielectrophoretic force effectively keeps a wall around 

the particles concentrated in the area of zero gradient of the electric field squared. 

Hence they stay trapped as long as the force is strong enough to overcome other 

forces on particles.  

The typical arrangement of microelectrodes for concentrating small particles 

is shown in the figure 3.5. These are so-called castellated electrodes. Their layout is 

such that the electric field distribution contains areas of minimum electric field 

strength and areas of maximum electric field strength. The former are found near the 

inner edges of the electrodes, and the latter near the tips (corners) of the outer edge 

of the electrodes. The electric potential of both electrodes is of the same magnitude 

and frequency, but of the opposite polarity.  

 

Figure 3.5. Castellated microelectrodes 

The electric field distribution is shown in figure 3.6. In that figure, the 

distance between two electrodes is 5 microns, and the distance from the outer to the 
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inner edge of the same electrode is also 5 microns. The voltage between the 

electrodes is 1 volt, and the maximum electric field strength is about 0.5 MV/m.  

Having both local minimums and maximums available in the resulting 

electric field distribution, this electrode arrangement is useful for separating 

different particles within the same mixture, and isolating a particle population from 

the others present within the same mixture. This method relies on the fact that, in 

general, different particles experience different dielectrophoretic forces, both in 

magnitude and direction. If the deterministic force on the particles (in this case the 

dielectrophoretic force) is dominant over the random forces (such as Brownian 

motion and the diffusion forces), the location of the particles is also deterministic, if 

all of the parameters defining the dielectrophoretic force are known.  

 

Figure 3.6. Electric field strength in V/m 

Castellated microelectrodes have been successfully used for separation of 

two different particles populations in [194]. The experiments were performed within 

a system of gold microelectrodes fabricated on a glass surface. The particles in 

question were latex spheres 216 nm and 93 nm in diameter, which were suspended 

in 1 mM KCl suspending medium with the conductivity of 15 mS/m. An AC signal 

was applied to the electrodes to produce the dielectrophoretic effect. The voltage 

and frequency of the signal were variable. At frequencies above 500 kHz, the 

dominant force was the dielectrophoretic effect and the particles experienced the 



 95 

positive dielectrophoretic effect. The fluid flow due to the electrohydrodynamic 

pumping was negligible at these frequencies, and the drag force on the particles was 

not observed. However, at the frequencies below 500 kHz, the fluid pumping 

became more apparent, with the schematic representation as shown in figure 3.7. 

The 216 nm particles were dragged towards the centre of the microelectrodes, as the 

fluid flow was perpendicular to the microelectrodes edges and perpendicular to the 

planar surface at the very centre of the microelectrodes. This effect became more 

apparent as the voltage was increased at the constant frequency, because the greater 

voltage means the greater fluid pumping force. The 216 nm particles were moving 

towards the regions were the dielectrophoretic force and the drag force (and possibly 

also the gravitational force) balanced each other. These particles were eventually 

pushed right in the centre of the microelectrodes at 100 kHz and 10 V peak to peak. 

At the same time, the smaller particles remained trapped at the microelectrodes 

edges, as in their case the dielectrophoretic force was dominant for the entire range 

of frequencies. This was due to the values of the Clausius-Mossotti factor for both 

populations.  

 

Figure 3.7. Separation of beads of different size [194] 

Although the smaller particles have smaller volume and therefore would 

experience smaller dielectrophoretic force than the larger particles if all of the other 

factors in the equation for the force would be the same, they experience larger force 

due to the fact that their real part of the Clausius-Mossotti factor is about 20 times 

greater than in that of the larger particles, due to larger surface conductance. Overall, 
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the dielectrophoretic force on the smaller particles is approximately 1.5 times greater 

than in the case of the larger particles, and at the same time the drag force is about 

2.5 times smaller. Therefore, the larger particles are dragged towards the centre of 

the microelectrodes and the smaller particles are trapped at the microelectrodes 

edges, resulting in the physical separation of the particles.  

3.2.2. Dielectrophoretic trapping and manipulation of particles 

As already stated many times in this text, the improvements of 

microfabrication technologies have enabled researchers to investigate sub-micron 

particles using dielectrophoretic techniques, as the microelectrodes can be fabricated 

with such small features that producing large enough electric field gradients is 

readily possible [145]. Certain microelectrodes configurations are capable of 

producing electric fields that can trap and manipulate single sub-micron and 

nanometre scale particles by using the negative dielectrophoretic effect. Such 

microelectrodes have a wide range of applications, such as viral infectivity studies, 

micromechanics, etc [145-147].  

 

Figure 3.8. Dielectrophoretic trap [151] 

Typical microelectrodes configuration for a dielectrophoretic trap is shown 

in figure 3.8. It consists of four electrodes, which in the centre can have a 

polynomial or a circular shape. These four electrodes are connected either to a four-

phase voltage with each electrode having a unique phase applied to it, or a two-

phase voltage such that two opposite electrodes share the same phase, while the 
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neighbouring electrodes have the opposite phases. In any case, a well defined region 

of potential energy minimum can be found at the centre of the trap, and the particles 

can be trapped there due to the negative dielectrophoretic force providing that the 

setup (the particles and suspending medium properties and the voltage frequency) 

ensures negative dielectrophoresis to occur. 

An example of such setup of microelectrodes is reported in literature [151] to 

have been used for trapping the sub-micron particles such as herpes-simplex virion, 

herpes-simplex virus capsid, and a latex sphere. Their respective diameters were 

approximately 250 nm, 125 nm, and 93 nm. The microelectrodes were polynomial, 

with the 6 microns gap between the opposite electrodes and the 2 microns gap 

between the arms of the adjacent electrodes. The voltage applied to the 

microelectrodes was two-phase sine voltage with 5 V peak to peak and the 

frequency of 15 MHz. Such setup was used on all of the three collections separately, 

and when applied to the homogenous collection of particles, only a single particle 

was trapped after the voltage was applied. Although the voltage was still retained 

after that single particle was trapped, no other particle was observed to join it in the 

dielectrophoretic minimum (in all of the three experiments, different homogenous 

collections were used). The largest particle, herpes-simplex virion, was observed to 

stabilize at approximately 7 microns above the electrodes, probably due to the 

Brownian motion and the electrohydrodynamic pumping of the suspending medium 

(the EHD pumping was minimized with the usage of high frequency voltage, but 

was still present). In the case of the two smaller particles, herpes-simplex virus 

capsid and latex spheres, the isolated particle‟s position above the electrodes was 

impossible to measure accurately, as the particle was constantly moving within the 

minimum probably due to the two above-mentioned disruptive forces. The 

approximate z-position of the particles was estimated at 5-10 microns above the 

surface of microelectrodes.  

To trap a particle successfully within the centre of the microelectrodes, the 

dielectrophoretic force on the particle must be strong enough to overcome any 

impulse that could potentially cause the particle to escape. The experimental method 

of trapping the particle was conducted in the way that the positive dielectrophoretic 

force was initially used to attract the particles within the medium towards the edges 

of the microelectrodes [151]. For this, the voltage frequency was set to 1 MHz. After 

the particles were concentrated in those areas, the voltage frequency would be 
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increased to 10 MHz, resulting in the negative dielectrophoretic force and trapping 

of the single particle at the centre of the microelectrodes. Due to the microelectrode 

configuration, the trap has an open top. In other words, if sufficiently lifted above 

the surface of microelectrodes, the particle could escape from the trap altogether. 

This is less likely to happen for larger particles (such as herpes-simplex virions in 

this experiment), as they are pulled down by the gravitational force. However, for 

smaller particles that experience neutral buoyancy (such as the latex spheres in this 

experiment), it is more likely that the particle could escape. The efficiency of the 

trap was discussed in the literature [151, 159] for the two distinctive cases: the 

trapped particle movement in the x-y plane, and its movement in the z-direction.  

To estimate the movement in the x-y plane, two values are compared:  

1) The time needed for the trapped particle to traverse a small region of 

thickness Δd over which the field gradient (and hence the dielectrophoretic 

force) is constant, and  

2) The time needed for the particle to move the distance Δd due to the 

Brownian motion.  

For the trap to be stable, the value under 1) should be significantly less then the 

value under 2). If we assume the factor of ten to render the trap stable, the value of 

Δd can be estimated by the following equation:  
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Here, k is the Boltzmann‟s constant and T is the temperature. For the spherical 

particle, the minimum particle radius for the trap to be successful can be estimated 

from the following equation: 

3/1

2)](Re[

10

















EKd

kT
r

m 
             (3.34) 

As usual, εm represents the medium permittivity and Re[K(ω)] represents the 

real part of the complex Clausius-Mossotti factor. It is obvious that the factors that 

contribute to the critical particle radius for stable trapping are the electrical field 

gradient and the distance across which the gradient exists, such that:  
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In other words, the trapping efficiency is given as a maximum value of the function 

ΔdE
2
 for the particular trap.  

Apart form the movement in the x-y plane, we can also observe the particle 

movement in the z-direction, perpendicular to the surface of the electrodes. The total 

force is given as:  

BUOYANCYBROWNIANDEPTOTAL FFFF              (3.36) 

 In the case of stable trapping, the particle is forced upwards by the negative 

dielectrophoretic force, and pulled downwards by the gravitational force. The total 

force equals zero when these forces are in equilibrium. Since the total force is then a 

sum of the dielectrophoretic force and the buoyancy force, the following equation 

applies:  
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If the expressions on the right hand side and on the left hand side are reduced, 

equation (3.37) becomes:  
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Here, ρm and ρp are mass densities of the particle and the medium, respectively, and 

g is the acceleration under gravity. Equation (3.38) defines the condition which 

needs to be satisfied in order to lift the particle to a stable height within the trap. If 

the mass density of the particle is sufficiently high, the trap will be stable. However, 

if the medium density is comparable or greater than the particle‟s, the trap is 

unstable and it is possible that the Brownian motion would overcome the 

gravitational force and cause the particle to escape from the trap. To prevent that, 

sometimes the closed electrical field cages are used, such as described in the 

literature [174, 187].  
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3.2.3. Flow-through separation systems  

The flow-through separation systems are used to separate different 

populations of particles from the mixture in the suspending medium. The particles 

and the medium enter the system of microelectrodes, and due to the differences in 

the dielectrophoretic force on the different particles, the separation occurs [172].  

One example of such a system is depicted in figure 3.9. The two different 

populations of particles are suspended in the medium. This mixture has appropriate 

values of the particles and medium conductivity and permittivity, density and 

viscosity. The former two dictate the dielectrophoretic force on the particles, and the 

latter two dictate the sedimentation rate of the particles. If the setup is right, when 

the electric voltage is applied to the microelectrodes, one population of the particles 

will be pulled down towards the microelectrodes under the influence of the positive 

dielectrophoretic effect, and the other population will be subjected to the negative 

dielectrophoresis, pushed towards the middle of the channel, and carried out of the 

channel at the far end by the drag force of the moving liquid.  

 

Figure 3.9. Flow through separation system [172] 

This separation system is produced by depositing two different sets of 

microelectrodes onto the surface of the chamber, so that they form interdigitated 

arrays. The electric field distribution is such that the dielectrophoretic force 

decreases exponentially from the surface. The rate with which the particles 

accumulate at the electrodes due to positive dielectrophoresis is dependent upon the 
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dielectrophoretic force magnitude and the sedimentation rate. If the interactions 

between the particles themselves and the particles and the walls are ignored, the 

following equation describes the motion of the particles along the y axis:  

BuoyancyyDEP
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dt
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m  ,               (3.39) 

In the x-direction (parallel to the surface of the microelectrodes), if the 

distance of the particles from the microelectrodes is sufficient, the only force acting 

on the particles is the Stokes force due to the movement of the fluid. It is reasonable 

to assume that the velocity of the particle equals the velocity of the medium at the 

location of the particle. The fluid flow profile adopts the parabolic shape. The total 

volume flow rate through the device is given in the literature as [172]:  
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Here, p0 is the pressure drop and l0, w and h are the length, width and height 

of the device, respectively. Ideally, all of the particles would be subjected to the 

same dielectrophoretic force and drag force, and hence gather at the same location 

within the system. In practice, the variations in the particles polarisability due to 

variations in the internal or surface properties lead to a distribution of the collection 

points across the different electrodes. Hence, any theoretical analysis of the particles 

trajectories should include a statistical component, which significantly affects the 

effort and the accuracy of the results.  

Particle separators working on the abovementioned principles have clear 

limitations, such as limited throughput and the fact that the electric field extends 

only several microns or tens of microns into the carrier medium. Therefore, other 

methods for increasing the throughput have been investigated and developed. Some 

of them were based on different designs of microfabricated filters based on the 

dielectrophoretic effect. These filters were usually comprised of grid shaped 

microelectrode arrays [208] or long strip microelectrodes [212]. The latter were 

reported to have separated successfully viable and non-viable cells based on their 

polarisability, with the efficiency of nearly 100% at flow rates 100 ml/h.  
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However, the filter based separators do not work well in the case of sub-

micron particles, as the dielectrophoretic force in these cases is much smaller and 

not sufficient enough for the filtering effect to take place. Hence, some alternative 

approaches have been reported. For example, batch dielectrophoretic separators 

were used to separate several different populations of particles mixed together in a 

single suspending medium. The approach is based on the interdigitated castellated 

microelectrodes. The particles were injected into the system and the fluid flow was 

turned off. The microelectrodes were energized and the frequency was tuned in a 

way that all the particles were attracted towards the microelectrodes under the 

influence of the positive dielectrophoretic effect. The fluid flow is then turned on 

and the frequency is swept until the value is reached for which only one population 

of the particles experienced the negative dielectrophoretic flow, while the other ones 

still experienced positive dielectrophoresis. The particles subjected to the negative 

dielectrophoretic force were pushed away from the microelectrodes and dragged 

from the system by the fluid flow. In this way, the first population of particles was 

separated from the rest of them. Then, the frequency was swept again until the value 

for which the next population of particles was subjected to the negative 

dielectrophoretic force, and in the same way as the first one, it was separated out 

from the system of microelectrodes. In this way, a whole range of micro-organisms 

can be successfully separated [193].  

3.2.4. Fluid flow fractionation 

The principle of separation of two or more populations of particles in the 

previous section was based upon one population of particles experiencing negative 

dielectrophoresis, and the other populations experiencing positive dielectrophoresis. 

The particles subjected to negative dielectrophoresis were pushed away from the 

microelectrodes and dragged away by the fluid flow. In the fluid flow fractionation 

system, the separation mechanism is based upon the fluid flow being the force for 

particle separation [e.g. 185]. In general, the particles are introduced into the 

medium in a channel, and the medium is moving through the channel from one end 

to another. The particles are distributed uniformly across the profile of the channel, 

providing there is no other force acting upon them. However, if the force is then 

applied upon the particles perpendicular to the flow, the equilibrium position is 
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disturbed and a new particles concentration profile is established. This new 

concentration is a function of some of the particles properties, such as charge, 

polarisability, etc (depending on the nature of the applied force).  

 

Figure 3.10. Dielectrophoretic force and fluid-flow-fractionation  

If the dielectrophoretic effect is combined with the fluid flow fractionation, 

the process of particles separation is merely called the dielectrophoretic fluid flow 

fractionation, or DEP-FFF. In this case, a set of microelectrodes is deposited onto 

the bottom of the channel, as depicted in figure 3.10. An AC voltage is applied to 

the microelectrodes, and the polarisable particles suspending within the medium are 

suddenly subjected to the dielectrophoretic force. If the setup is such that the 

particles experience the negative dielectrophoretic effect, they will be pushed 

upwards and levitated. The fluid in motion will drag the particles outside of the 

channel, with the rate depending on the size of the particles and their height (as the 

fluid flow has a parabolic shape). Since the particles experience different 

dielectrophoretic and drag forces, they will be effectively separated at the channel 

exit. The advantages of such system when compared to the pure fluid flow 

fractionation are that the dielectrophoretic force on particles can be efficiently tuned 

with different physical properties of the medium (to increase the separation 

efficiency), and that the dielectrophoretic force levitates the particles above the 

surface of the microelectrodes, thus avoiding sticking of the particles to the surface.  

If the dielectrophoretic force and the buoyancy force on the particles cancel 

each other to leave the particles in equilibrium, it can be shown that the height above 

the surface of the microelectrodes where the particle will be levitated can be 

calculated with the following equation:  
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Here, d is the distance between the interdigitated microelectrodes, and Δρ is the 

difference between the mass densities of the particles and the medium. This equation 

can be used to approximately calculate the needed physical properties of the setup to 

levitate the particles at a reasonable level.  

The dielectrophoretic fluid flow fractionation method is suitable for larger 

particles, such as cells with relatively rapid sedimentation times, but is somewhat 

impractical for smaller particles such as viruses or micromolecules. To achieve the 

separation of such small colloidal particles, the dielectrophoretic force can be used 

to generate a flux of particles towards or away from the surface of the 

microelectrodes. This flux will be countered by a diffusion flux moving in the 

opposite direction, as the dielectrophoretic force increases the particles 

concentration in certain regions. In this was, the steady state particles distribution 

will be achieved, as shown in figure 3.11. The parabolic fluid flow profile will then 

fractionate the particles and separate them by the drag force towards one side of the 

channel [172].  

 

Figure 3.11. Illustration of the dielectrophoretic fluid flow fractionation method [172] 

Similar to the dielectrophoretic field flow fractionation is the electrical field 

flow fractionation, or E-FFF. In this case, a DC field is used to perturbate the steady 

and random particles distribution by the electrophoretic force. However, this 

approach has several disadvantages compared to the dielectrophoretic field flow 

fractionation. For example, the voltage applied to the microelectrodes has to be low 
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to prevent electrical decomposition of the medium, and on top of that there is the 

voltage drop at the electrolyte-electrode interface, which reduces the force in the 

channel even more. Another disadvantage is that it is difficult to separate particles 

with the same charge of the opposite polarity, as they will be attracted towards the 

electrodes to the same height above them (one particle to the positive and one to the 

negative microelectrodes). On the other hand, the dielectrophoretic version of the 

separation process can be fine-tuned by adjusting the frequency of the applied field, 

so that one population experiences the negative and the other the positive 

dielectrophoretic force.  

3.2.5. Travelling wave dielectrophoresis 

One of the most popular separation techniques based on dielectrophoresis is 

the method with travelling electric fields. Many experiments were conducted and 

reported [232-247]. The example of the microelectrodes layout for travelling wave 

dielectrophoresis is depicted in figure 3.12.  

 

3.12. Travelling wave dielectrophoresis [237] 

A four-phase voltage is applied to the interdigitated electrodes as depicted in 

figure 3.12. The travelling electric field is assumed to have been established in the 
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channel over the electrodes.  Depending on the frequency of the applied voltages 

and on the conductivity of the suspending medium, the particles were moving along 

the centre of the channel in the direction opposite to that of the travelling electric 

field. The theoretical analysis of the experiment was restricted to the case of the 

particles located in the centre of the channel, to simplify the calculations and 

simulations. It was theoretically concluded that the velocity of the particle depends 

on the imaginary component of the induced moment, which is conventionally 

associated with electrorotation. This theoretical conclusion was also experimentally 

verified. For the particles to be repelled from the electrodes into the channel and 

undergo the linear motion, the necessary condition was that the induced dipole 

moment of the particles was negative, to induce the negative dielectrophoretic force. 

Particles located off the centre of the channel travelled with a spinning motion, as 

depicted in figure 3.12. As the frequency was increased to the region where the 

transition between negative and positive dielectrophoresis occurred, the particles 

were observed to travel in a „zigzag‟ manner near the electrode tips in the same 

direction as the travelling field. After the frequency was further increased, the 

particles were trapped at the electrode tips under the influence of the positive 

dielectrophoretic force.  

Several modifications were made to the original system to investigate 

dependencies of the particles behaviour on the physical parameters of the system. 

For example, when the gap between the neighbouring electrodes was decreased, the 

wavelength of the travelling wave is reduced. As expected from equation (3.31), 

both the travelling force and the trapping force increase in inverse proportion to the 

wavelength. It was also noted that the forces are greatest over closely spaced 

microelectrodes, corresponding to the smallest wavelengths. Therefore, the 

travelling fields are generated by adjacent electrodes, rather than by those opposite 

to each other across the channel. Another example of physical system alteration was 

moving the opposing electrode pairs closer together, reducing the channel width. 

Larger electric fields and hence larger travelling forces and larger trapping forces are 

thus produced. In other words, if either the electrode spacing or the channel width 

(or a combination of both) is decreased, it should be possible to use the amplified 

trapping force which exists at the points of shortest wavelength or narrowest channel 

width to manipulate a subpopulation of particles in a mixture selectively, either by 

trapping them or by directing them into or away from a channel constriction.  



 107 

Interesting observations were also collected from an experiment in which 

two different voltages of different frequencies f1 and f2 were applied to this system 

of microelectrodes, with one voltage being applied to the electrodes on one side of 

the channel, and the other voltage to the opposing electrodes. The voltages were still 

four-phase. The forces above the electrodes resulting from this setup were found to 

be consistent with those already described above for each frequency, but at the 

centre of the channel the two force structures were found to be superimposed. In 

other words, the translational forces corresponding to signals f1 and f2 are generated 

independently of each other. In another experiment, the result of applying counter-

directed travelling waves f1 and f2, on either side of the channel was investigated. If 

the frequencies were the same, stationary waves were established in the channel so 

that under conditions of negative dielectrophoresis, the particles formed stationary 

and slowly rotating aggregations at the sites of the electric field minima. 

 

3.13. Four phase travelling wave dielectrophoresis separator [237] 

Similar travelling wave dielectrophoretic separators were made with 

microelectrodes interleaved and parallel to each other. In this setup presented in 

figure 3.13, there is no channel in the middle of the structure, and all of the particles 

present inside such a system are effectively placed above the microelectrodes, 

regardless of their exact location. In the experimental setup presented in [237], the 

voltage applied to the microelectrodes was four-phase, with 2 volts peak to peak and 

the frequency of 1 MHz. Again, two adjacent electrodes had a phase difference of 

90°, and the pattern was changing every four electrodes. The electrodes were 10 

microns wide and the gap between them was also 10 microns. In the experiment, 

polystyrene spheres 10 microns in diameters were suspended in the liquid of 1 
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mS/m. After the particles were injected into the system, the voltage was applied to 

the electrodes and the motion of particles was clearly observable. It is also shown in 

figure 3.14, with screenshots of the experiment right before the voltage was turned 

on, and in 4 seconds intervals, until 20 seconds after turning on the voltage. The two 

circled dots represent the references against which the motion of particles can be 

clearly seen. The average velocity of the particles was between 6 and 8 microns per 

second. 

 

Figure 3.14. Screenshots of the experiment in 4 seconds intervals. (a) corresponds to turning 

on the voltage, and (f) corresponds to 20 s after that [237] 

A similar method of generating travelling wave dielectrophoresis was used to 

experimentally show how different biological particles can be efficiently separated 
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[245]. For this purpose, 10 ml of fresh rabbit blood was prepared to get a suspension 

of erythrocytes and leukocytes of 5*10
7
 cells ml

-1
. A large area separator with the 

electrodes layout as in figure 3.15 (there were 1000 electrodes in total to achieve 

better separation efficacy over a large area) was used with 10 V pp four-phase 

voltage with frequency of 500 kHz applied to the electrodes. At this frequency and 

voltage, there was a distinct difference between the velocities of different types of 

cells.  

 

Figure 3.15. Travelling wave dielectrophoresis array [245] 

Figure 3.16 shows a section of the TWD array with blood cells moving 

across the field of view from left to right. The four images were taken at 1 s 

intervals. During this time, the erythrocyte had moved 90 microns and the leukocyte 

had moved approximately 60 microns. The electrodes are out of focus in this figure 

owing to the fact that the cells are levitated by approximately 7 microns by the 

negative dielectrophoretic force [245]. The particles were moving in the direction 

opposite to the travelling electric field as predicted by theory. If the particles would 

travel with the same speed across the entire separator area from the entrance to the 

exit, there would be a path difference of 7.5 mm by the time the erythrocytes reach 

the end of the electrodes. The separation efficiency between two given particle types 

depends on the length of the array, with all other factors being equal. In this case, 

the erythrocytes and leukocytes would have separated into two homogeneous 

populations separated spatially by 1 mm after just 80 s (in that case the erythrocytes 

would have travelled 2.56 mm). If a concentration of cells was smaller, this would 

result in smaller band separations also being acceptable. Another important 
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theoretical and experimental observation is that smaller particle size also means 

smaller dielectrophoretic force. In other words, to achieve similar efficiency with 

smaller cells, larger electrical field needs to be generated. This is impractical for the 

frequencies over 20 MHz, as it is difficult to generate high stable voltages at those 

frequencies. The alternative is to decrease the spacing between the electrodes to 

increase the electric field strength. This is also possible with the advances in nano-

fabrication technologies.  

 

Figure 3.16. Blood cells moving across the array from left to right (screenshots taken at 1 

second intervals) [245] 

3.2.6. Electrorotation  

Another important electrokinetic effect is electrorotation, which is the 

induced rotation of particles exposed to a rotating electric field. The theoretical and 

experimental aspects of electrorotation have been developed in several publications 

and it has been shown to be a sensitive method for monitoring the physiological 
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viability of cells [248-266]. The rotating electric field is usually generated using four 

electrodes positioned at right angles to each other and energized with four-phase 

signals of frequencies between 50 Hz and 100 MHz (see figure 3.8 earlier in this 

chapter about dielectrophoretic traps). The fact that travelling wave 

dielectrophoresis (TWD) and electrorotation (ROT) can be induced using similar 

electrical signals was efficiently deployed in [233], where these two phenomena 

were successfully integrated into a single microelectrode structure. Such a structure 

is shown in figure 3.17.  

The TWD-ROT microelectrode design consists of four parallel spiral 

elements. These elements are energized using a four-phase sinusoidal voltage, as 

indicated by the figure. A travelling field propagates radially from the centre to the 

periphery of the device. At the centre, a clockwise rotating field is generated. If the 

phase sequence would be reversed, the generated electric fields would be opposite, 

i.e. the travelling wave would be directed towards the centre of the microelectrodes, 

and the rotating field in the centre would be anti-clockwise. 

 

Figure 3.17. Combined TWD and ROT device [233] 

In [233], the model microorganism used was the oocyst of Cryptosporidium 

parvum. The presence, even at very low concentrations, of these oocysts in drinking 

water has led to outbreaks of human infection (cryptosporidiosis), which occurs as a 

self-limiting diarrhoea in healthy adults but may lead to death in infants and 

immuno-compromised people. Because the oocysts do not multiply outside their 

hosts, they cannot be cultured in vitro. Current diagnostic techniques are based on 
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the filtration of large quantities of water followed by fluorescence microscopy and 

can be inaccurate. It was experimentally shown that travelling wave 

dielectrophoresis is very efficient for bringing the oocysts in the centre of the 

electrodes, as 51 of the estimated 55 oocysts in the suspension over the electrode 

array had been concentrated there some time after the electric field was applied. This 

collection efficiency of around 90% was reproducible. The concentration of oocysts 

was achieved by the negative dielectrophoretic force acting on them. The voltage 

applied was 2 V RMS and 60 kHz. After the voltage was adjusted to 1 V RMS and 

1.5 MHz, the oocysts started to undergo electrorotation. At this frequency the 

oocysts experienced not only a clockwise rotating field, but also a positive 

dielectrophoretic force causing them to slowly move back towards the electrodes. If 

this effect interfered with the ROT analysis, the oocysts were redirected towards the 

centre by briefly reducing the frequency to 60 kHz. At the frequency of 1.5 MHz, 

the viable oocysts exhibit anti-field rotation, whereas non-viable ones rotate in a co-

field sense. Of the 51 oocysts trapped in the centre of the electrodes, 27 exhibited 

anti-field (anti-clockwise) rotation and were deemed to be viable, while the 

remaining 24 oocysts rotated in a co-field (clockwise) sense and were considered to 

be nonviable. Although dipole–dipole interactions can influence the rotation rate, 

such interactions are not strong enough to reverse the sense of rotation.  

 

Figure 3.18. Electrode arrays for levitation and electrorotation of particles [244] 
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Another application of TWD and ROT forces for bio-particles manipulation 

and investigation is given in [244]. A set of microelectrodes as shown in figure 3.18 

was successfully used to investigate different behaviour of viable and non-viable 

Daudi cells and multiple myeloma under the influence of dielectrophoretic forces. 

There are four sets of microelectrodes in this microchip, as shown in the figure. 

These are designated as A1 to A4, B1 to B4, C1 to C4, D1 to D4 and L. Electrode 

sets A and C consist of 80 individual electrodes, B and D consist of 160 electrodes, 

and L consists of 60 electrodes. Each set of electrodes is designed specifically for 

one of the electrokinetic techniques used for cells manipulation, and has the relevant 

electric field applied as required. The electrodes are used for the following purpose: 

 Electrodes designated as L are used for levitation. The spacing between two 

adjacent electrodes is equal to 4 microns, and the electrodes themselves are 4 

microns wide. Bonding pads are connected to the electrode in the centre and 

on rings 15, 30, 45 and 60, which provide external biasing. Internal biasing 

between any two adjacent sets of rings is provided by on-chip polysilicon 

resistors.  

 Electrodes designated as A and C are used as travelling wave 

dielectrophoresis arrays. Each electrode is 4 microns wide, and the spacing 

between two adjacent electrodes is equal to 12 microns. Ten of these 

electrodes were connected together to one bonding pad. They are excited by 

externally applied four-phase signals, with the phase difference between any 

two adjacent electrodes equal to 90°. The generated travelling electric field 

propagates radially from the centre to the periphery.  

 Electrodes designated as B and D are utilized for electrorotation 

measurements. Each electrode is 4 microns wide and spaced 12 microns 

from its neighbours. A sum of 40 electrodes is connected together to each 

pad, and an equivalent polynomial electrode configuration for electrorotation 

is formed. The connected signals generate counter clockwise rotating field.  

In the frequency range of 10 kHz to 5 MHz, viable malignant cells travelled 

in the anti-field direction first and then changed to the opposite direction, while non-

viable cells always travelled in the anti-field direction. It was possible to 

differentiate between the two populations, as the viable cells were stained with the 

dye eosin. Therefore, separation of viable and non-viable cells was obtained at 
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frequencies above 1 MHz. It was observed that the viable Daudi and NCIH929 cells 

adhered to the electrodes surface more readily than did nonviable cells. The physical 

differences between the two were also visible under a microscope. Based on the 

dielectrophoretic findings, the approximate dielectric properties of the cells were 

estimated from the experimental data and showed that low specific membrane 

capacitance can be one of the striking characteristics of malignant cells. Modelling 

of the frequency response was performed in Matlab, and a theoretical comparison 

between non-malignant and malignant character cells provided a strong theoretical 

base to use this method for the detection of malignant cells in the peripheral blood of 

patients. Cancer cells originating from different tissues may metastasize into 

peripheral blood during disease progression. For the most part, it has proved to be 

extremely difficult to detect rare cancer variants that invade the blood and mediate 

the spread of disease. The possibility exists that small numbers of circulating 

malignant cells may be detectable through their different frequency responses in a 

DEP field, enabling clinically useful devices for fractionation, enumeration and 

monitoring of metastatic spread.  

3.3. Fluid dynamics 

Fluid dynamics in microsystems plays an important role, as the particles 

suspended in the medium always experience some sort of a force due to the medium 

[e.g. 40]. For example, the particles moving through the medium experience a 

viscous drag force, as the medium is effectively opposing the movement. Another 

example is when the medium moves due to a force being applied upon it, and the 

static particles are dragged along and forced to move with the medium. The force on 

the medium can be either an external force applied by means of pumping, or the 

electrohydrodynamic force, due to the interaction between the applied electric field 

and the medium. In any case, to model the particles movement within the medium, 

the fluid dynamics effects should be taken into account.  

3.3.1. Fluid dynamics governing equations 

The local density of the fluid obeys the law of conservation of mass, which 

states that the rate of change of mass in an arbitrary volume is equal to the flux of 
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mass through the surface enclosing that volume [41]. This equation for mass 

continuity can be written as:  

0 u
dt

d
m

m 



               (3.42)   

Here, ρm represents the mass density and u represents the velocity of the fluid. This 

equation can be further simplified for microfluidic systems. It has been noted [41] 

that the relative pressure difference in the fluid is proportional to the square of the 

ratio of the fluid velocity and the sound velocity in water. The typical velocities of 

fluids in microfluidic systems are about three orders of magnitude smaller than the 

sound velocity in water, and hence the relative pressure variations in the previous 

equation are negligible. In other words, the mass conservation equation comes down 

to:  

0u
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                (3.43) 

Another important equation in fluid dynamics describes the effect of 

momentum conservation and is called the Navier-Stokes equation [41]. For an 

incompressible fluid, this equation can be written as follows:  
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Here, p is the pressure, η is the fluid viscosity, and f is the total applied body force. 

Similar to the mass conservation equation, this equation can also be simplified for 

microfluidic systems. Typical flow in microfluidic systems is laminar, with a low 

value for Reynolds number (<<1). This number is given as:  
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Here, u0 and l0 are typical velocity and typical dimension of the system in question, 

respectively. In the case of the low Re, the second term on the left hand side of the 

equation above can be neglected:  
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With the appropriate boundary conditions, which are difficult to specify for this 

problem, the solution of this differential equation is the velocity profile for the given 

body force on the fluid.  

3.3.2. Fluid dynamics in microfluidic systems 

Microfluidic systems typically have low values of Reynolds number, as the 

typical fluid velocity and typical dimensions are relatively small [88]. Typical 

velocity is in the order of mm per second, and typical dimension (such as the 

microchannel width or height) is in the order of micron or tens of microns. This 

results in Re being much lower than one, and the resulting flow is laminar and free 

of turbulence.  

 

Figure 3.19. Long and narrow channel for 2D description of the fluid velocity profile [99] 

However, the fluid flow is not entirely laminar, as some turbulence occurs at 

the entrance of the channel due to the channel geometries in that region [99]. This 

can be simply modelled by using a two-dimensional approach to describing the fluid 

velocity profile inside the channel. Figure 3.19 depicts a long and relatively narrow 

channel, into which the fluid enters on the left hand side at x = 0. In this case, we 

assume that in z direction the channel is much wider than in y direction, hence we 

can observe the problem in only two dimensions. The Navier-Stokes equation in that 

case becomes: 
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The following equation also applies:  
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The second equation implies that pressure is o dependent only on x and time t, but 

the first question also implies that the partial derivation of p with respect to x also 

depends on y (and t). In summary, the pressure drop along x depends only on t, and 

in the steady state it is constant along the chamber and equal to –p0/l0. The equation 

hence becomes:  
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By integrating this equation twice and applying the boundary conditions that ux 

equals zero at the top and the bottom of the channel (where y equals d and –d), we 

get the following equation for the fluid velocity profile:  
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This equation actually represents a parabola, with the maximum and average values 

given with equations (3.51) and (3.52), respectively. The flow profile described with 

these equations is shown in figure 3.20. 
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There is a certain characteristic distance from the entrance to the channel in 

which the fluid flow profile can differ substantially from the parabolic flow 

described with the above equations. This characteristic distance is called the entry 

length. The detailed information and description of this effect can be found in the 

literature, but for the laminar flow in the microsystems, the entry length can usually 
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be ignored [41]. It can also be assumed that the flow profile takes the parabolic 

shape immediately at the entrance to the channel.  

 

Figure 3.20. The fluid flow profile in the channel [99] 

3.3.3. Electrical forces on fluid 

When electric field is applied to a fluid, the body force is produced and the 

fluid generally moves [199, 226]. The stronger the electric field, the greater the force 

and the movement of the fluid. Therefore, in the microfluidic systems the electrical 

fields can cause greater force to be applied on the fluid, as the fields are generally 

stronger. Hence, the investigation of the impact of the fields on the fluid movement 

is important.  

The electrical body force (i.e. the force on the fluid generated due to the 

applied electric field) is given by the following equation:  
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Here, ρc and ρm are the charge and mass densities, respectively. On the right hand 

side of equation (3.53), there are three distinct parts. The first is the Coulomb force, 

the second is the dielectric force, and the third is the electrostriction pressure. The 

latter can be ignored for the incompressible fluid.  

Equation (3.53) effectively states how the body force on the fluid changes 

with the temperature distribution. That is because the localized heating of the fluid 

gives rise to the gradients of the fluid electrical properties, namely the conductivity 
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and the permittivity. These gradients cause the body force, as described above. To 

derive the equation for the force as the function of the fluid electrical properties, the 

following equation describing the Gauss law can be used:  
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                (3.54) 

In equation (3.54), the electric field is described with two components denoted with 

indexes 0 and 1, which represent the applied field and the perturbative expansion of 

the electric field due to the electric charge distribution within the fluid, respectively. 

The former is much greater than the latter.  

If we neglect the third expression on the right hand side of equation (3.53), 

and use equation (3.54) to expand the first part in equation (3.53), we get:  
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By using the charge conservation equation and by assuming the harmonic time 

varying field with the angular frequency ω, the following expression can be used to 

calculate the perturbative component of the electric field:  
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If we use this expression in the equation (3.55) to calculate the body force, and if we 

use the time averaged value of the force, the final expression for it becomes [228]:  
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Here, the star next to E0 denotes the complex conjugate. Equation (3.57) describes 

the time averaged body force on fluid as the function of electric field and 

conductivity and permittivity gradients inside the fluid.  

For an AC signal of a given frequency ω, the charge in the fluid will oscillate 

with the same frequency and the time dependent force will have two components: 

the steady time averaged component given by equation (3.57), and the oscillating 

component at twice the frequency of the AC signal applied (as the force is the 

product of the field and the charge distribution, and they both oscillate at the 
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frequency ω). Similar to the body force, the fluid velocity will also have the steady 

and the oscillatory terms. However, at sufficiently high frequencies, the oscillatory 

term is much smaller and can usually be neglected.  

As discussed in the literature [228], the body force given by the equation 

(3.57) has two distinct limits. At low frequencies the dominating force is the 

Coulomb force given with the first term in the equation, and at high frequencies the 

dielectric force dominates, given by the second term in the equation. Typically, 

these two terms differ not only in the magnitude, but also the direction, changing the 

pattern of the fluid flow going from low to high frequencies and vice versa.  

Generally, in the system where electrohydrodynamic effects take place, there 

is a coupling connection between the electric field, the temperature, and the fluid 

velocity profile. This connection is described with the temperature balance equation, 

given as [226]:  
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In this expression, cp is the specific heat at constant pressure, k is the thermal 

conductivity, and the second term on the right hand side represents the Joule 

heating. To simplify the equation, we can neglect the first term on the left hand side 

and look at the steady state, if the frequency of the applied voltage is high enough, 

and it normally is in microfluidic systems. The second term on the left hand side 

(heat convection) can also be neglected when compared to the first term on the left 

hand side (heat diffusion), as it is about three orders of magnitude smaller in 

microfluidic systems [227]. In other words, the temperature distribution is much 

more affected by the heat diffusion, then the fluid motion. In this way, the 

temperature and the fluid problems are effectively decoupled. The electric field 

problem is also decoupled from the fluid motion problem, as the two are 

independent in a way that the fluid motion does not affect the electric field 

distribution profile. By taking all of the above into account, the temperature 

distribution is obtained from the diffusion equation with the heating coming from 

electric field, as in:  
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This equation is solved to obtain the temperature distribution in the fluid due to the 

electric field. Then, temperature dependent values of the electrical conductivity and 

permittivity of the fluid are calculated, and these values are used to calculate the 

body force on the fluid by using equation (3.57). From there, the fluid velocity 

profile can be calculated. The fluid drag force can then have an impact on the 

particle movement within the fluid, as will be described next.  

3.3.4. Fluid drag force on particles 

In a microfluidic system, if the electric field is applied to the fluid in which 

micro-particles are suspended, the fluid movement induced by the field can impact 

the particles movement within the fluid, as the particles will be subject to the drag 

force [226].  

In general, when a particle is moving relative to the fluid, the viscous drag 

force on the particle is given by the following equation:  
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Here, f is the friction factor, which depends on the properties of the fluid and the 

particle, and v is the relative velocity of the particle. The negative sign implies that 

the force acts in the direction opposite to the movement of the particle.  

In general, the relative velocity of the particle is given as a difference 

between the absolute velocity of the particle, v, and the absolute velocity of the 

fluid, u. If there is some arbitrary force (for example, the dielectrophoretic force due 

to the electric field) applied to the particle, its velocity can be calculated from the 

equation for Newton‟s second law:  

)( vufF
dt

vd
m arb



               (3.61) 

Here, m stands for the mass of the particle. The solution to this differential equation 

is given as:  
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The expression for the particle velocity in the previous equation is time-dependent. 

The characteristic time constant is given as the ratio of the mass and the friction 

coefficient. After the period of time much greater than this time constant, the 

particle velocity is given by the so-called terminal velocity, which is time-

independent and given as:  
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If the fluid is not in motion, the particle velocity depends solely upon the applied 

force on the particle, and the friction factor. In the literature, friction factors can be 

found as functions of particles dimensions and the fluid viscosity [41]. There, the 

particles are assumed to be perfectly smooth at the surface, and neglecting that 

assumption complicates the calculation significantly. This, however, falls out of the 

scope of this text. Just as an example, the following equation shows the friction 

factor of a spherical particle:  

af 6                 (3.64) 

Here, a is the radius of the sphere, and η is the fluid viscosity. In the case of the 

force applied to the particle being of the dielectrophoretic origin, the equation of the 

particle motion becomes:  
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With the assumption of steady state and with the particle velocity due to the 

dielectrophoretic force being directly proportional to the dielectrophoretic force, the 

total particle velocity can be written as:  
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For a spherical particle with the radius a, the equation above becomes:  
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If the dielectrophoretic mobility of the particle is defined as the ratio between the 

dielectrophoretic force and the square of the absolute value of the electric field, the 

equation below can be used to calculate that mobility: 
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This value shows that the mobility due to the dielectrophoretic force on a spherical 

particle with radius depends upon the particle radius, the permittivity and the 

viscosity of the suspending fluid, and the Clausius-Mossotti factor. This property of 

the particle can be used to estimate the response time of the particle when the 

electric field is turned on, and to compare the effect of the dielectrophoretic force 

and the fluid drag force, if the fluid is flowing inside the microchannel and the 

particles experience the drag force, together with the dielectrophoretic force.  

In this chapter, an overview of dielectrophoresis was given in the context of 

manipulation of small particles suspended in a medium. Firstly, the theoretical 

background was presented, the main equations were stated and the most important 

concepts explained. In the second part of the chapter, an overview of practical 

applications of dielectrophoresis in particles manipulation was given, with the 

emphasis on dielectrophoretic traps, travelling wave dielectrophoresis, and 

electrorotation. In the final part of the chapter, the most important concepts in the 

theory of fluid dynamics were presented, with the emphasis on the interaction 

between small particles and fluids in which they are suspended.  
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Chapter 4. Proposal for Doctor-on-a-Chip  

This chapter describes an overview of the Doctor-on-a-Chip device. The 

main components of the device are listed, and the main functionality of the device is 

described. The concept of the device is compared to an already existing proposal for 

DNA detection based on dielectrophoretic manipulation of cells.  

4.1. Concept of Doctor-on-a-Chip 

In this section, a proposal for Doctor-on-a-Chip will be described. This 

proposal describes the complete solution for a device that would take a sample of 

blood or any other bodily fluid, and perform the complete DNA analysis 

automatically on-chip, to provide an answer about the presence of a pathogen within 

the sample under investigation.  

As depicted in figure 4.1, the device consists of four main building blocks, 

which perform the following functions:  

1) DNA extraction from cells and purification 

2) PCR amplification of target DNA 

3) Separation of DNA by dielectrophoresis 

4) DNA detection 

 

Figure 4.1. Block diagram of Doctor-on-a-Chip 

The proposed layout of Doctor-on-a-Chip is given in figure 4.2. This figure 

shows how different building blocks depicted in figure 4.1 are realized on the chip. 

As described later in this section, the components to build Doctor-on-a-Chip are 

reviewed in chapter 2. The comprise the microfluidic pump, the PCR chamber for 

target DNA amplification, and detection chambers based on impedance 

measurement (sections 2.2.2.3, 2.3.2, and 2.4, respectively). Doctor-on-a-Chip also 

introduces a novel layout of microelectrodes for dielectrophoretic separation of 

DNA.  

DNA 

extraction 

and 

purification 

PCR 

DNA 

separation 

by DEP 

DNA 

detection 
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Figure 4.2. Proposed layout of Doctor-on-a-Chip 

The first part of the chip consists of the microfluidic network for extraction 

and purification of DNA from the sample. This protocol is described in [204]. It 

consists of the following steps:  

 Mixing the raw sample (for instance, 5l whole blood) with 5l of 

10mM NaOH,  

 Heating to 95C for 1-2 minutes to lyse cells,  

 Releasing DNA and denaturing proteins inhibitory to PCR,  

 Neutralization of lysate by mixing with 5l of 16mM tris-HCL (pH=7.5), 

and  

 Mixing of neutralized lysate with 8-10l of liquid PCR reagents and 

user-selected primers.  

This protocol is implemented with the network of micropumps and heating 

chambers interconnected with the microchannels. The micropumps used are valve-

less diffuser micropumps [107], as shown in figure 2.23 in chapter 2. They consist 

of a shallow pumping chamber, a piezoelectrically driven diaphragm, two inlet 

diffusers/nozzles, and one outlet diffuser/nozzle. All of the diffusers/nozzles have an 

optimal angle of approximately 5. It should be noted that the pump has two inlets 

because it serves as a mixer as well as a pump (the pumping mechanism causes 

turbulence in the pumping chamber [107]).  
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The heating chamber is a simple well of a sufficient capacity to contain the 

mixture of the sample and the reagents needed for DNA extraction. The heaters are 

placed underneath the bottom of the chamber and driven by the outside circuitry. 

The second step in the analysis is PCR. The PCR chamber is basically the 

same as the heating chamber for cell lysis. The heaters are placed underneath the 

bottom of the chamber and driven by the outside circuitry, which ensures that the 

temperature cycles are right for the PCR protocol. More details on PCR 

implementation on microchips can be found in section 2.3.  

The third part of the chip comprises the microelectrodes [205], which are 

used to separate different populations of DNA molecules into groups and drive the 

desired DNA molecules towards the detection points at the right-hand side end of 

the chip in figure 4.2. The remaining DNA molecules, which are not allowed to 

reach the detection points, should remain in the microchannel, as the switching 

electric field does not produce the dielectrophoretic force of the sufficient strength 

for them to cross the entire channel length [205].  

 

Figure 4.3. The microelectrodes for DNA separation [205] 

Closer look of the microelectrodes is shown in figure 4.3. The black shapes 

in the figure are microelectrodes. There are 6 microelectrodes shown in the figure, 

five of which are designated with numbers 1 to 5, and one at the top (the black 

rectangle at the top of the figure). The separation mechanism is described in [205]. 

Two populations of particles of different size were introduced to the array on the 

right hand side of figure 4.3. Firstly, the voltage was applied to electrode 1, while all 

the other electrodes, including the top electrode, were grounded. The negative DEP 

force pushed the larger particles from electrode 1 to electrode 2, where they 

concentrated. Then the voltage was applied only to electrode 2, and the larger 
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particles were pushed towards electrode 3, and so forth. On the other hand, the 

smaller particles had lower dielectrophoretic mobility [205], and, as the voltage was 

switched between the electrodes, they were still left behind in the vicinity of 

electrode 1. This resulted in the larger particles being pushed from the right of the 

channel to the left, while the smaller particles remained to the left. 

It should be noted that the proposed chip has four sets of microelectrodes, as 

shown in figure 4.2. The idea is that each set can be tuned for separation of a 

particular population of DNA molecules in the sample. Thus, the investigation of the 

presence of four different pathogens in the same sample could be done at the same 

time. Each set of microelectrodes should allow only DNA molecules of a single 

pathogen to go through towards the detection points on the right hand side of the 

chip. All of the other DNA molecules that enter that particular array should be 

trapped and they should not reach the corresponding detection point. In this way, the 

microelectrodes for dielectrophoretic separation should serve as filters, and the 

detection method used at the detection points on the right hand side of the chip 

should not depend on the sequence of DNA. Due to the fact that the microelectrodes 

act as filters, the presence of DNA at a particular detection points should be 

sufficient information for the observer to know which pathogen is detected in the 

sample (there is no need to analyze the DNA sequence).  

After the DEP separation, the DNA detection is performed at the detection 

points to provide the answer about the presence or absence of a certain pathogen 

within the sample. The proposed detection method in this case is based on the 

impedance measurement. This method was described in section 2.4 and also in the 

literature [138]. The point of detection comprises of two electrodes connected to the 

AC voltage suitable to hold the particle at the tips of the electrodes utilizing DEP. If 

the particles reach the electrodes (i.e. they passed through the corresponding array) 

they will accumulate at their tips and change the impedance of the system. An AC 

bridge method to sense that change [138]. The impedance measurement method is 

quantifiable. However, in this case it is not important, because we are merely 

investigating the presence of the target DNA, and not its quantity. The assumption is 

that if the dielectrophoretic array of microelectrodes in figure 4.2 is well tuned, only 

the desired DNA particles (pathogen) can reach the detection point. All of the other 

DNA particles in the sample will remain in the microchannel and will not be 

detected at the detection points. This has to be verified in practice with great caution, 
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because if the dielectrophoretic array cannot perform reliable separation of the 

different DNA particles, false positive results might occur. This is highly 

undesirable and might force the DNA detection method to be able to detect the right 

sequence. This will also increase the complexity of the method, and hence the cost 

of fabrication and the analysis. However, for the commercial device such as Doctor-

on-a-Chip, the accuracy and reliability are crucial performance factors. 

4.2. Managing conductivity of suspending medium 

As shown in figure 4.2, the separation of DNA molecules in Doctor-on-a-

Chip is based on dielectrophoresis. The dielectrophoretic force on particles in a 

microchannel is given with equations (3.30) and (3.23) in chapter 3. The former 

shows the dependency of the force on the particle volume and polarisability and the 

electric field, while the latter additionally shows the dependency of the particle 

polarisability on the frequency and the complex permittivities of the particles and 

the suspending medium.  

For the given particles and the layout of microelectrodes, it is apparent from 

equations (3.30) and (3.23) that the most suitable way to control the direction and 

magnitude of the dielectrophoretic force is by changing the value of the Clausius-

Mossotti factor, which is dependent on the frequency of the applied voltage and the 

medium and particle permittivity and conductivity. The particles subject to 

dielectrophoresis are typically defined by the purpose for which dielectrophoresis is 

deployed, and therefore the conductivity and permittivity of the particles will not be 

considered as the means of changing the Clausius-Mossotti factor.  

From many experiments described in the literature [e.g. 146-209], the 

medium conductivity is typically the parameter that is used more than the others in 

modifying the frequency response of the Clausius-Mossotti factor. The suspending 

medium in the dielectrophoretic applications, especially involving biological 

molecules and cells, is based on water. As described in section 4.1 and also in 

literature in several on-chip sample preparation systems [e.g. 306-308], the DNA 

extraction and purification protocols are very complex, and involve several different 

chemical reagents for cell lysis, denaturing of proteins, neutralization of lysate, etc. 

On top of that, in Doctor-on-a-Chip the resulting mixture from DNA purification is 

further combined with PCR reagents and primers. In figure 4.2, all of this is done by 
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using the micropumps designated as pumps 1 through 3. The third pump brings the 

mixture to the PCR chamber, where the target DNA is amplified.  

At this point in the research, it is unclear how the mixture coming out of the 

PCR chamber, as defined by the DNA extraction protocol in 4.1, would behave in 

the dielectrophoretic arrays in figure 4.2. This is due to unknown conductivity of the 

medium coming out of PCR, and unknown dielectric properties of the DNA 

molecules that would be investigated on the device. However, the behaviour of the 

molecules with changes in the medium conductivity can be explained by using the 

following equation [172}: 

                                                               (4.1) 

Here, σp and σm are the conductivity of the particle and the medium, respectively, 

and εp and εm are their respective permittivities. The symbol f0 stands for the cross-

over frequency, which is defined as the frequency for which the dielectrophoretic 

force on the particle is zero. This is the case when the real part of the Clausius-

Mossotti factor equals zero, since the effective polarisability of the particle is 

exactly the same as that of the suspending medium. By changing the frequency 

slightly at this point, the force becomes non-zero, i.e. it takes either positive or 

negative value, depending on the complex permittivities of the particle and the 

medium.  

From equation (4.1) it is apparent that the cross-over frequency increases as 

the medium conductivity increases, with all other parameters in the equation being 

constant. Similarly, the cross-over frequency value decreases with decreasing the 

medium conductivity. This is a powerful method for modifying the direction of the 

dielectrophoretic force and defining whether the effect will be positive or negative. 

This obviously also depends on the properties of the particles, because for highly 

polarisable particles it would be necessary to significantly increase the medium 

conductivity to achieve positive dielectrophoresis. However, in that case the higher 

conductivity can lead to significant increase in the temperature of the medium and 

consequently fluid movement. High temperature can in some cases also affect the 

biological sample under investigation. In those cases, the possibilities of changing 

negative dielectrophoresis to positive are somewhat limited, and we should be aware 
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of those limitations when developing practical devices for dielectrophoretic 

manipulation of particles.  

To address the conductivity issue and potentially change the conductivity of 

the suspending medium prior to dielectrophoresis, the Doctor-on-a-Chip device 

contains the fourth pump in figure 4.2. This pump forces the liquid designated as the 

dielectrophoretic fluid carrier to be mixed with the PCR products, and then pumps 

that new mixture towards the dielectrophoretic sorting arrays. Again, due to limited 

data on the actual polarisabilities of the protocol medium and the target DNA, it is 

unclear what would be the composition of the dielectrophoretic fluid carrier. 

Nevertheless, the idea is that with the fourth pump we should have a method for 

changing the medium conductivity and thus the frequency dependence of the 

Clausius-Mossotti factor and the cross-over frequency. The experimental methods, 

once conducted, should shed more lights on the actual medium of choice and its 

chemical composition.  

4.3. DNA separation by dielectrophoresis 

This section gives an overview of DNA manipulation methods and some 

experiments published in the literature. To better understand the possibility to 

manipulate DNA, it is important to understand the dielectric properties of DNA and 

their dependence on the frequency of the electric field.  

The dielectric properties of any material are usually given as its permittivity 

and dielectric loss. In general, the complex permittivity comprising these two 

components is given as ε* = ε’ – iε”, where ε’ is the real part and corresponds to the 

dielectric constant in the physical model of a dielectric in a parallel plate capacitor, 

while ε” is the imaginary part and corresponds to the dissipative loss in the material. 

Both values are frequency dependent, and therefore the complex permittivity can be 

expressed as a function of angular frequency as: 

                                                           (4.2) 

Here, ε∞ is the permittivity at high frequencies where the polarisation mechanism 

cannot follow the electric field changes any more, εs is the static permittivity at very 

low frequencies, and τ is the relaxation time. The real and imaginary parts of the 

complex permittivity are similarly given as:  
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                                                        (4.3) 

                                                            (4.4) 

These values are obtained through experimental measurements. In [309], the 

compilation of published data from various different sources is given. The diagram 

presenting all of those data is given in figure 4.4. 

 

Figure 4.4. Permittivity and dielectric loss of calf-thymus DNA [309] 

The data in figure 4.4 covers different sample preparation protocols, DNA 

length, suspending medium, and DNA concentration. It is apparent from the figure 

that there are at least four dispersions in the frequency range shown: one at the very 

low frequencies below 1 kHz, the second between 10 and 100 kHz, the third 

between 1 and 100 MHz, and the fourth above 1 GHz. In the figure, the dispersions 

are tagged with the names of researchers that gave explanation of the mechanisms 

responsible for dispersions [309]: 

 The low frequency dispersion is interpreted as a rotation of the DNA 

molecule with a quasi-permanent dipole because of counterion 

fluctuations along the polymer backbone. 

 The dispersion in the frequency range between 10 and 100 kHz is due to 

electrostatic interactions between fixed charges on the DNA with 

counterions and mutual interactions between mobile ions in the solution, 

which are redistributed by the DNA‟s fixed charges. The first effect 
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happens due to accumulation of counterions within a condensed layer 

around the DNA, while remaining mobile. For this to be possible, the 

Debye screening length must exceed the DNA radius, which is around 1 

nm. The second effect is attributed to redistribution of mobile charges in 

the field of fixed DNA charges, which results in reduced interactions 

between these charges.  

 The dispersion in the range between 1 and 100 MHz is attributed to free 

counterions, which hop between correlated DNA chains. It was initially 

thought that DNA base pair dipoles and Maxwell-Wagner interfacial 

polarisation are also causing this dispersion, but those theories were 

eventually ruled out.  

 The high-frequency dispersion above 1 GHz is a result of the orientational 

polarisation of water molecules, which is centred around 17 GHz for pure 

water at room temperature. Relaxation frequency is only slightly shifted 

by the presence of DNA.  

Many research activities that attempted to controllably manipulate DNA 

molecules by using dielectrophoresis have been published [e. g. 309-317]. The most 

obvious problem stems from the fact that the DNA molecules are very small, which 

not only makes the observation of experiments much more difficult, but also impacts 

controllability of the attempted dielectrophoretic manipulation. The latter is mostly 

due to Brownian motion, which increases for smaller particles, while the 

dielectrophoretic force decreases with the cube of the particle radius (i.e. with the 

particle volume).  

In the literature, both negative [e.g. 317] and positive [e.g. 313 and 315] 

dielectrophoretic effects on DNA were reported. From the practical aspect, an 

interesting approach of measuring the DNA polarisability has been described in 

[315]. By measuring the initial collection rate of DNA molecules right after the 

dielectrophoretic force has been applied, the polarisability can be calculated at 

different frequencies of the applied voltage. In this experiment, the low frequency 

dielectrophoretic trapping force was not sufficient, which was attributed to 

electrophoretic and electrohydrodynamic forces that were masking the 

dielectrophoretic effect. At high frequencies (100 kHz to 10 MHz) there disruptive 

effects are smaller in magnitude, and most of the experimental work and theoretical 
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analysis was done in that frequency range. The frequency dependence of the DNA 

polarisability has been measured by taking the average of several repeated 

experiments. The repeatability of the experiments may find even more useful 

applications in the future devices for dielectrophoretic manipulation of DNA.  

In [314], a study is given of the DNA polarisability as a function of 

frequency and magnitude of the applied voltage and the length of DNA molecules. 

This study seems to be highly relevant for attempting to separate different 

populations of DNA in Doctor-on-a-Chip, because it shows how polarisability, and 

therefore the dielectrophoretic force on DNA, changes those parameters, which can 

be modified for different DNA populations and different separation arrays (see 

figure 4.2). In terms of the voltage magnitude and frequency, the results were similar 

to above-mentioned measurement of DNA polarisability based on initial rate 

collection [315]. In other words, the polarisability of DNA molecules decreases with 

the frequency of the applied voltage, and hence higher voltages are needed for 

controllable manipulation of DNA at higher frequencies. With the magnitude of the 

voltage kept at a fixed value, more DNA molecules were collected near electrodes at 

lower frequencies. Dependence of DNA polarisability on the length of DNA is such 

that shorter DNA molecules had smaller polarisability than the longer ones, but the 

polarisability per base pair was higher for smaller molecules. This indicated that 

longer DNA molecules do not behave as rod-shaped objects under influence of 

dielectrophoresis, and that the polarization of DNA is related to the counterion cloud 

fluctuations [315]. 

     In conclusion, separation of DNA molecules on a Doctor-on-a-Chip 

device is envisaged only conceptually, as shown in section 4.1, and has not yet been 

proven in practice. However, the published results from other researchers, some of 

which are described in this section, show that understanding of the effects and 

polarisation mechanisms in DNA in electric fields increases and polarisability of 

different DNA molecules can be measured with repeatable experimental methods. 

The qualitative diagram of DNA polarisability based on frequency has shown 

consistency between multiple independent experiments [313-315], and seems to 

have sound theoretical explanation. The overall dielectrophoretic force also depend 

on the size of the DNA [315], since total polarisability of the molecule and average 

polarisability of the molecule per base pair seem to be a function of the DNA 

molecule length, as describe in the text above. It is also reported that DNA 
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molecules experience both positive and negative dielectrophoresis, which presents 

another advantage of the method and potential usage in the dielectrophoretic 

separation of DNA. Different DNA populations under investigation in Doctor-on-a-

Chip can have different sizes, based on the PCR amplification protocols and the 

sizes of the PCR primers of different types of DNA. This essentially means that we 

can potentially use PCR to get different polarisability values for different types of 

DNA, which can be used in the dielectrophoretic separation process. 

The separation of latex spheres by using the electrodes as shown in figure 4.3 

has been described in section 4.1 and also in [205]. The method is based on the 

negative dielectrophoretic effect, and the idea that different DNA molecules 

experience different force magnitude due to different polarisabilities. As described 

in section 4.1, by switching the voltage to different electrodes in a sequential 

manner, and by having different dielectrophoretic mobility for different types of 

DNA due to different sizes (both the drag force and the dielectrophoretic force 

depend on the size of the molecule), it could be possible to separate different DNA 

molecules by using this layout of microelectrodes. Obviously, the method needs to 

be proven by performing exhaustive experimental work to prove that all of these 

assumptions are valid in practice, and that it is indeed possible to separate DNA 

molecules in a highly reliable and repeatable manner.    

4.4. Comparison with existing DNA detection device based on DEP 

A device for preparation of DNA sample and hybridization analysis of the 

sample on a bioelectronic chip was published in [306]. The analysis has been 

performed on the same containing E. coli and human red blood cells. As a 

comparison, this section gives an overview of the publication and the differences 

between the Doctor-on-a-Chip concept and the method proposed in that publication.  

The method described in [306] is done on two different chips. One chip is 

used for sample preparation and isolation of E. coli DNA/RNA from human blood 

cells. The second chip used in the analysis performed the function of hybridization 

of isolated DNA/RNA and detection based on biotinylated capture probes located on 

the surface of the chip. The transfer of DNA/RNA from one chip to the other was 

performed with additional steps of off-chip thermal denaturation and fragmentation. 

Although the analysis was performed by using two chips, as opposed to Doctor-on-
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a-Chip concept which assumes only one chip for the entire analysis, this should not 

be taken as a significant difference between the two methods, because the two chips 

used in [306] could probably be integrated into one with the advances of the 

microfabrication technology in the past two decades. Therefore, in this text the fact 

that the analysis was done on two chips will not be given any significance from the 

comparison standpoint.  

The first chip in [306] consists of microelectrodes for dielectrophoretic 

separation of E. coli cells and human red blood cells. The separation of two different 

types of cells is shown in figure 4.5. The microelectrodes are essentially located in 

the area of white dots in the figure, where the voltage applied to the electrodes 

caused the electric field maxima. The electric field minima are located in the areas 

between the electrodes.  

 

Figure 4.5. E. coli trapped in the areas of electric field maxima (white dots; on top of the 

microelectrodes), and human red blood cells trapped in the areas of electric field minima 

(red L-shaped concentrations of particles between the electrodes) [306] 

By separating the cells as shown in figure 4.5, the red blood cells can easily 

be washed away from the chip by using a separation buffer, since they are held in 

the electric field minima by the relatively weak negative dielectrophoretic force. On 

the other hand, the E. coli cells remain trapped near the electrodes by the relatively 

strong positive dielectrophoretic force. Figure 4.6 shows that only the E. coli cells 

remained on the chip after the red blood cells were washed away.  

After the dielectrophoretic separation, the E. coli cells were subjected to the 

electronic lysis process to break the cell walls and extract the DNA molecules. The 
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process consisted of a series of pulses applied between the microelectrodes (400 

pulses of magnitude equal to 500V and duration equal to 50µs, with polarity altered 

every 20 pulses). The lysate mixture on the chip was incubated at 50 °C for 20 

minutes, to allow for the proteins to be digested by proteinase K in the washing 

buffer. As the analysis showed, both DNA and RNA were released with no 

structural damage to the nucleic acids.  

 

Figure 4.6. E. coli trapped in the areas of electric field maxima, with red blood cells washed 

away [306] 

The next step in the analysis is removing the lysates from the first chip and 

transferring them to the second chip for hybridization, but only after they were 

diluted in hybridization buffer and thermally denatured. The second chip or the so-

called assay chip was coated with streptavidin-agarose and loaded with biotinylated 

capture probes at specific microlocations above electrodes by using electronic 

addressing [306]. The target sequences, including both the lysate target and the 

model target, were examined by a “sandwich hybridization assay”, in which the 

target DNA/RNA was caught first by an immobilized capture probe and then tagged 

by a second binding probe, i.e. reporter or signal probe, which contains a 

fluorophore. The chip was then examined with optical techniques to investigate 

hybridization of target DNA/RNA to known probes, and thus verify the analysis.  

When comparing the device described in this section and [306] with Doctor-

on-a-Chip proposed concept, the first thing that should be noted is that the two 

devices fall into two distinct categories of microsystems for the analysis of nucleic 

acids. As described in section 2.2, there are surface based and microfluidic based 
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systems for DNA/RNA analysis. Doctor-on-a-Chip falls into the second category, as 

the protocol implemented on the chip is using microfluidic elements (i.e. pumps, 

mixers and channels) to transfer and mix different liquids as described with the 

DNA extraction, purification and PCR amplification protocols. On the other hand, 

the device in [306] falls into the surface based category of microsystems, as the 

main method of detection includes the probes attached to the known locations on the 

surface of the microchip. After the mixture containing the DNA/RNA molecules is 

washed over that surface, hybridization occurs and the nucleic acids are attached to 

the probes of complementary sequence and tagged with fluorescent material to allow 

for the optical detection and analysis.  

There are several advantages of Doctor-on-a-Chip over the surface based 

microsystems. Doctor-on-a-Chip is capable of using smaller quantities of target 

DNA and all of the ingredients necessary to implement the protocol for DNA 

extraction and purification. This makes the analysis cheaper and likely faster. The 

fact that smaller volumes are used in Doctor-on-a-Chip should not affect the quality 

and reliability of the analysis, since using PCR for target DNA amplification 

increases the number of DNA molecules and thus facilitates later steps in the 

analysis (dielectrophoretic separation and optical detection). PCR is another 

advantage over the device described in [306], which does not include PCR and 

therefore needs sufficient quantities of DNA for surface based analysis. The PCR 

amplification protocol could be integrated with the device in [306] between lysis and 

hybridization, but in this case it would probably be done by using the standard 

laboratory techniques (as there is no mention of PCR chips in the paper). This would 

increase the overall run time of the analysis, as on-chip PCR, such as the one 

incorporated into Doctor-on-a-Chip, is much faster due to smaller thermal mass of 

the sample (smaller volume).  

Another advantage of Doctor-on-a-Chip over surface based microsystems for 

DNA analysis is the detection method. The impedance detection method described 

in sections 2.4 and 4.1 is very simple to implement and should be sufficiently 

sensitive and reliable for this application. As described in section 4.1, the fact that 

this method does not provide DNA sequence-based detection should not be of any 

particular importance, since the dielectrophoretic separation of DNA should be 

sequence-based and serve as a filter that separates the target DNA from any other 

DNA present in the sample, for each dielectrophoretic array shown in figure 4.2. 
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Compared to the impedance measurement method, the surface based microsystems 

regularly use optical methods for DNA detection, which are sequence specific due to 

the fact that we know the sequence of each probe at any particular microlocation on 

the chip surface, but their disadvantage is that they require expensive equipment and 

therefore are not suitable for any application outside of well equipped laboratories.  

Finally, a significant difference between the two devices is how they use 

dielectrophoresis. Doctor-on-a-chip uses it for separation of DNA molecules into 

distinct populations, i.e. for filtering out the target DNA from the other DNA 

molecules in the sample. On the other hand, the device described in [306] uses the 

dielectrophoretic force to separate the cells of interest from the blood cells, and in 

this way making the cells ready for lysis without any noise being introduced into the 

analysis from unwanted DNA molecules (such as those from human blood). The 

usage of dielectrophoresis thus presents a fundamental difference between the two 

devices. In Doctor-on-a-Chip, the separation of DNA by the dielectrophoretic force 

presents a huge challenge, because it yet remains to be seen if it is possible to 

separate different DNA molecules in this way in a general purpose array such as the 

one shown in figure 4.2. On the other hand, the usage of the dielectrophoretic force 

on cells has already been thoroughly investigated and studied, and therefore it 

should be possible to separate the human blood cells from many different viral and 

bacterial cells by using the method proposed in [306] for separating E. coli. One 

potential advantage of the dielectrophoretic separation of DNA as proposed with 

Doctor-on-a-Chip, as opposed to the usage of dielectrophoresis in [306], is reducing 

the complexity of surface-based analysis microsystems. If dielectrophoresis proves 

to be a feasible method for precise manipulation of DNA and separation of different 

DNA molecules, the system based on that method should be much simpler and 

easier to produce and more affordable and easier to handle.    

The chapter ends with the proposal for Doctor-on-a-Chip, which includes all 

the steps in the analysis of DNA, including extraction, amplification, and 

manipulation of DNA molecules with electric field, and finally DNA molecules 

detection. The proposal utilizes a novel method for separation of particles by 

dielectrophoresis, which allows investigation of multiple pathogens within the 

sample at the same time. 
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Chapter 5. Program for numerical modelling of dielectrophoresis 

In this chapter, a more detailed description of the numerical algorithms for 

modelling the dielectrophoretic effects will be described. An overview will be given 

of the main equations used in the numerical analysis of the dielectrophoretic force 

and the temperature distribution within the microchannel. This will be followed by 

an overview of numeric methods for solving partial differential equations, and more 

detailed overview of the program building blocks.  

As described in the paper [201], the assumption for the dielectrophoretic 

effect modelling is that the conductivity and permittivity of the suspending medium 

are temperature dependent values, and that the temperature depends on the electric 

field. The main equation for calculating the electric potential distribution is given in 

equation (3.12), which can be re-written in a slightly different form as:  

   0  i                  (5.1) 

In the general form of this equation, the electric potential υ is a complex 

value. Another equation describing the temperature dependency on the electric field 

strength is given as [199]:  

022  ET                   (5.2) 

Here, λ is the thermal conductivity of the suspending liquid. Since the 

conductivity and permittivity of the liquid are temperature dependent and used in 

equation (5.1) to calculate the electric potential distribution, and since the 

temperature profile is dependent upon the electric field as shown with equation 

(5.2), the two equations above are mutually dependent and are solved iteratively.  

Both equations are solved by using the finite difference method, as will be 

described in sections 5.1 and 5.2. Equation (5.1) will be refereed to in the following 

text as an electrical problem, and equation (5.2) will be referred to as a thermal 

problem. Both programs need to have boundary conditions defined in order to 

converge. Typically, these boundary conditions are either Dirichlet or Neumann 

boundary conditions. Dirichlet boundary condition for partial differential equations 

specifies the values a solution is to take on the boundary of the domain. For 

example, a typical Dirichlet boundary condition in the electrical problem described 
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with equation (5.1) specifies that the values of the potential at the boundary 

occupied with the microelectrodes are equal to the voltage applied to these 

microelectrodes. On the other hand, a Neumann boundary condition specifies the 

values of the derivative of the solution at the boundary of the domain. For example, 

in the electrical problem described with equation (5.1) the Neumann boundary 

condition defines the values of the electric field at the boundary of the problem 

(since the differential equation is being solved for the potential, and the derivative of 

the potential is equal to the electric field).  

The solution of the problem described with equations (5.1) and (5.2) starts 

with solving equation (5.1) by using the finite difference method. The values for 

conductivity and permittivity are temperature dependent and described with a set of 

equations, depending on the medium in question. At the beginning, a temperature of 

300 K is assumed in all of the mesh points in the electrical problem. Hence, the 

conductivity and permittivity profiles are assumed to be constant during the finite 

difference solution of equation (5.1).  

After the electric potential profile is obtained, the values of the electric field 

are calculated in all of the mesh points in the electrical problem. These electric field 

values are then used to calculate the temperature profile by using the finite 

difference method on equation (5.2).  

After the temperature profile is obtained, the values for the conductivity and 

permittivity are calculated by using the temperature values in all of the mesh points. 

Then, equation (5.1) is solved again by using those updated values for the 

conductivity and permittivity. The new electric field distribution is again used to 

solve equation (5.2) for temperature, and the iterative process continues. The 

solution converges to the solutions of both electrical and thermal problems, but it 

never reaches exactly those solutions due to the inherent inaccuracy of the numerical 

model. The solution for the temperature profile is assumed to be sufficiently 

accurate when two successive temperature solutions differ for less than some 

specified value in all of the mesh points in the thermal problem (in all of the 

analyses in this chapter, the value of 0.001 is taken as a rule of thumb, which means 

that the thermal problem will be assumed to be solved when the difference in 

temperature in all of the mesh points is smaller than 0.001 K between two 

successive iterations). For that last thermal problem iteration, the electric potential 
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distribution is solved for once more, and the electric field profile resulting from that 

potential is taken as final.  

The descriptions of the electrical and thermal problems are input into the 

program via a set of files, as will be described in section 5.2. The pseudo-algorithm 

of the program can be written as follows:  

1) Read the input files describing the electrodes, voltage, mesh, and 

boundary conditions,  

2) Set up the electrical and thermal problems by converting the user 

friendly parameters from the input files into an internal representation, 

which is more suitable for numerical calculation,  

3) Calculate the first electrical potential distribution based on the constant 

values of the conductivity and permittivity,  

4) Calculate the first temperature profile based on the first iteration of the 

electrical potential solution,  

5) Update the values of the conductivity and permittivity, which are 

temperature dependent, and solve for the potential distribution again. 

Continue with the iterative process of the potential and the temperature 

calculations until the specified criterion is met for the thermal problem,  

6) Solve for the last electric potential iteration and calculate the electric 

field and the dielectrophoretic force on the suspended particles.  

The following section gives a short overview of some numeric methods available for 

solving partial differential equations, and describes why the finite difference method 

is chosen over other methods. 

5.1. Numeric methods for solving partial differential equations 

This section gives an overview of some of the most important methods in the 

numeric analysis and modeling of partial differential equations (PDE). Although 

there are many numeric methods available for solving PDEs in three dimensions, 

only a subset of applicable ones will be addressed here. They are finite difference 

method, finite element method, finite volume method, and boundary element 

method. Eventually, the finite difference method was taken as a method of choice 

and implemented in the program as a way to calculate electric potential and 

temperature distribution profiles.  
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Finite difference method 

The finite difference method is a way to approximate the solution to 

differential equations by replacing derivative expressions with equivalent 

(approximate) differential quotients. By definition, the first derivative of a function f 

is given by the following equation:  
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For some small value of h, a reasonable approximation of this equation can be given 

by the following equation:  
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This essentially means that the value of the derivative of the function f in the 

point x is given by the difference between the values of that function in the point x 

and an adjacent point, divided by the distance between these two points. There are 

three ways of representing the difference between two points: the forward 

difference, the backward difference and the central difference. They are represented 

by the following three equations, respectively: 
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From these equations, the following three ways of representing the function 

derivatives can be deduced:   
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In a similar way, the second order derivative can be calculated from the first 

order derivatives using the finite difference approximation. For example, if the 

central difference method is assumed, the second order derivative can be 

approximated as:  
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If we substitute equation (5.6c) into equation (5.7), we get the following 

approximation for second order derivative of the function f:  
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This equation can easily be expanded in the same way to approximate any 

order of the function derivative with the finite difference between adjacent points. 

Also, it should be noted that although the equations above describe the solution for a 

one-dimensional model, the finite difference method can be applied on a problem in 

any number of dimensions. For example, in a three-dimensional model, equation 

(5.4) would be separately applied on x, y and z derivatives of the function, by using 

six adjacent points surrounding the point in question for which we are calculating 

the value of the function derivative.  

 

Figure 5.1. Mesh lines and mesh points for 1-D finite difference method 

In order to use the finite difference method to solve a partial differential 

equation, the domain of the problem needs to be defined with a set of discrete 
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points. This is usually done by dividing the domain into a uniform grid, such that in 

each direction (for example x, y and z in a three-dimensional model) a certain 

number of mesh lines is defined, and the mesh points lie at the intersections of these 

mesh lines. For a one-dimensional domain, the problem is much simpler, as shown 

in figure 5.1. 

It is obvious that the accuracy of this method depends mostly on the number 

of mesh points in the model, such that a higher number of mesh points (i.e. denser 

mesh) provides more accuracy. On another hand, the greater number of mesh points 

requires more compute power, because the function value must be solved separately 

in each mesh point and stored in the computer memory during the calculation. 

Therefore, a trade-off should be made between the required accuracy and the 

simulation time and system requirements, to achieve the most optimum setup.  

It is also possible to use finite difference method in the case where the mesh 

is not uniform, i.e. the distance between the mesh lines is not constant. This is very 

valuable in large simulation domains that can be divided further into sub-domains, 

some of which do not require great accuracy because they are far away from the area 

of interest, and some of which require greater accuracy because we want to 

investigate, for example, the dielectrophoretic force magnitude in that area in more 

detail. In this case, the mesh lines would be sparser in the area of less interest (to 

reduce the need for compute power), and they would be denser in the area of high 

interest (to increase the accuracy). In this case, the first order derivative can be 

replaced with the following equation:  
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Here, d1 is a distance between the mesh point of interest and the adjacent 

mesh point to the right, while d2 represents the distance to the adjacent point to the 

left. It should be noted that in this case the equations for approximation of the higher 

order derivatives become even more complex. This is because the number of 

variables and operations is increased in the case of the non-uniform mesh. For 

example, we are using two variables d1 and d2 in equation (5.9), instead of only one 

variable h in equation (5.4) that represents a uniform mesh. The increase in run time, 

however, could be offset by the decrease in the overall number of mesh points in the 
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areas of less importance, so the overall run time might actually decrease. The 

memory consumption also decreases, again due to the smaller number of mesh 

points.  

For the purpose of simulating dielectrophoretic effect by using the program 

described throughout the rest of this chapter, the finite difference method is chosen 

primarily due to the fact that it is very simple and easy to set up, and uses regular 

mesh (either equidistant in terms of two adjacent mesh lines, or not). To achieve 

better accuracy with faster run times and less memory consumption, the non-

uniform mesh is completely supported in the program. This allows the user to 

increase the number of mesh points near the tips of the microelectrodes, where the 

gradient of the electric field is greater, and so is the magnitude of the 

dielectrophoretic force. To compensate for this increase in the number of mesh 

points near the electrodes, the user can specify a sparse mesh in the areas away from 

the microelectrodes. This is explained in more details in section 5.2.5.  

Finite element method 

In the final element method the domain of the problem is divided into sub-

domains or so called elements, with nodes located on interelement lines and/or 

inside the elements. The numerical solution takes on discrete values in these nodes, 

and in each element the solution is approximated by a simple geometrical shape. 

This is usually a polynomial function of the independent variables interpolating 

between the values in those nodes that belong to the same element.  

 

Figure 5.2. Finite element approximation of a function 
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Figure 5.2 shows an example of a one dimensional function approximated by 

pieces of straight line. This approximation can be expressed as a linear combination 

of basis function given with the following equation:  
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Here, un is a value that the function u(x) takes in each of the N points in 

figure 5.2. The basis functions can be seen in figure 5.3. They are given for each xn 

as a piecewise linear function between xn-1 and xn+1. For example, for x3, the 

function can be written as:  

32113 , xxxbxa                                                                         (5.11a) 

43223 , xxxbxa                                                                        (5.11b) 

elsewhere,03                                                                                     (5.11c) 

 

Figure 5.3. Basis functions for each element 

In other words, for each node the basis function is defined in three domains. The 

first is between the node in question and the previous node, and for this segment the 

function is expressed as a line with parameters a1 and b1. Similar function with 

parameters a2 and b2 is defined for the second segment between the node in question 

and the next one. Elsewhere (i.e. outside of these two segments) the function is 

equal to zero. It is obvious from these equations that for any given node, only the 

basis functions of the elements that touch that node actually add to the value of the 

main function u(x) in that node, while the other elements do not. After obtaining the 

elemental equations, the assembly is performed. A simple way of assembly is to 

write equations for each element in the global form and then add each similar 
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equation of all the elements. The boundary conditions are applied to assembled 

equation and then are solved by a suitable solver. Then, post-processing is carried 

out to obtain the derivatives. 

For example, this method can be used to solve the following problem in the 

domain between 0 and l:  
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Equation (5.13) represents boundary conditions. A simple application of the finite-

element method is obtained by dividing the domain into N discrete elements of 

length Δxn:  
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By representing the solution by equation (5.10) and by using the Galerkin method 

[301], the Galerkin equations are found: 
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Furthermore, function F(x) can be approximated in a similar fashion to equation 

(5.10): 
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After evaluation of the integrals [301], the solution for node n is given by:  
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Here, the index n represents one node out of many used to approximate the solution 

with the finite elements. When the system of equations for all indexes is written out 

to be passed to the solver, the matrix of coefficient will be sparse, i.e. most of the 

elements in the matrix will be zero. This is similar to the finite difference method, 

because in both cases the solution in any given mesh point is only affected by the 

surrounding points (i.e. the points belonging to the same finite element in the finite 

element method).  
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Figure 5.4 shows a two dimensional case of the domain with a circular 

boundary. The domain is divided into triangular elements, which is a typical shape 

of an element for two dimensional problems. For such irregular boundaries, the 

finite element method is more suitable than the finite difference method, because it 

would be difficult to come up with a finite difference scheme over an irregular grid, 

and it is equally difficult to generate a regular grid over irregular boundaries. In 

general, the finite difference method in its basic form is restricted to handle 

rectangular shapes and their most basic alterations. However, for the purpose of 

solving electric potential and temperature distribution in the dielectrophoretic 

separation systems, the finite difference method can be a method of choice, due to 

the fact that it is simpler to implement, and it is probably accurate enough because 

most of the shapes in these systems are regular (i.e. rectangular).  

 

Figure 5.4. Triangular finite elements for two-dimensional problem [301] 

In general, when deciding whether to use finite difference or finite element 

method in this program, one of the most important considerations was the simplicity 

of grid generation. In three dimensional domains, writing a general purpose engine 

for mesh generation for irregular boundaries naturally seems much more complex 

then generating a regular mesh such as the one used in finite difference method. It is 

estimated that in most case finite difference method with non-uniform grid (i.e. non-

uniform distances between parallel mesh lines) should provide sufficient accuracy 

for modeling the dielectrophoretic effect.  

Finite volume method 

The finite volume method is a method for solving PDEs in the form of 

algebraic equations. Similar to the finite difference method, the values are calculated 



 149 

at discrete mesh points. The most significant difference, however, between the finite 

volume method and the finite difference method is that the former uses the integral 

representation of the problem, while the latter uses the differential form. One of the 

main drawbacks of finite difference methods is their break down near discontinuities 

in the solution where the differential equation does not hold [302].  The finite 

volume refers to the small volume surrounding each node point on a mesh. Instead 

of pointwise approximations at mesh points, in the finite volume method the domain 

is broken into grid cells and approximate the total integral of the function over each 

grid cell. These values are modified in each time step by the flux through the edges 

of the grid cells, and the primary problem is to determine good numerical flux 

functions that approximate the correct fluxes reasonably well. Because the flux 

entering a given volume is identical to that leaving the adjacent volume, these 

methods are conservative. One of the most attractive features of the finite volume 

method is that, in general, it can easily be implemented on unstructured meshes 

[303]. 

The following paragraph shows an example of using the finite element 

method [303]. The partial differential equation in this example is Laplace‟s 

equation, which is one of the most studied elliptic PDEs. The problem is given as:  

,0),(2  yxu ),( yx                                                                          (5.18) 

The integral formulation of the equation is given by:  
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Here, Ω is the volume, Γ is the surface, dS is the surface element, and n is the 

unit vector pointing outward on the surface of the element. In the case of simple 

regular grid points (iΔx, jΔy), the control volume is a cell centered at (iΔx, jΔy) with 

a size of Δx along x-axis and Δy along y-axis. Thus the boundary integral on any cell 

consists of four parts integrated on each of the four sides. We can use these simple 

approximations:  
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The solution then becomes:  
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Dividing both sides with ΔxΔy and letting Δx=Δy=h, we obtain: 
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Equation (5.22) in many ways resembles the finite difference method, and actually 

represents the Laplace operator for a 5-point differencing scheme [303].  

In literature, most of the problems solved by finite volume method have 

some kind of time dependence, such as computational fluid dynamics [302]. For 

solving equations such as (5.1) and (5.2), the finite volume method, according to 

equation (5.22), seems to be giving the same scheme as the finite difference method 

described earlier in the section.  

Boundary element method 

The boundary element method uses the integral form of partial differential 

equations, similar to the finite volume method. It is based on a reduction of a 

boundary value problem on a domain to an equivalent problem defined on the 

boundary [304]. The dimension of the problem is thus reduced by one. The 

boundary element method attempts to use the given boundary conditions to fit 

boundary values into the integral equation, rather than values throughout the space 

defined by a partial differential equation. This is in direct contrast to usual spatial 

domain methods (finite difference, finite element and finite volume), which use trial 

functions to satisfy the essential boundary conditions exactly, and then seek to 

satisfy the governing field equations approximately via minimizing an objective 

function [305]. In the boundary element method, once the boundary solution is 

obtained, post-processing can be done to calculate the values in any internal points 

in the domain. The method is very efficient in terms of computing power and 

simulation time, compared with the other methods, in the cases where surface to 

volume ratio is relatively small. However, for many problems the boundary element 

method seems to be much less efficient than the other methods described in this 

section. This is primarily due to the fact that this method results in fully populated 
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matrices once the solution is calculated in all of the mesh points internal to the 

domain. On the other hand, as mentioned earlier in this section, the spatial domain 

methods result in sparse matrices where most of the elements are equal to zero, 

because only the mesh points/elements in the immediate vicinity of the 

point/element in question have impact on its value. The compute power 

requirements are thus dramatically reduced.   

Based on the preliminary investigation of the method, without going into too 

much details regarding its potential implementation in the program for general 

purpose of three dimensional simulation of dielectrophoresis, it seems that it is not 

suitable for this problem where the solution in the points internal to the domain are 

equally and often more important than the values on the boundary. The finite 

difference method seems again to be more usable in terms of simplicity of the 

implementation and compute power and simulation run time requirements.   

5.2. Program building blocks 

In this section, the algorithm to iteratively solve equations (5.1) and (5.2) by 

using the finite difference method is described with more details on the particular 

implementation. Each function of the program is described with the set of inputs and 

outputs, and the short description of the functionality it represents. The prototype of 

the function (i.e. the function declaration written in the C++ programming language) 

is given in appendix A. The names of the parameters are listed in this section in 

under input and output specification for easier cross-reference between this section 

and appendix A.  

5.2.1. Function read_main_input_file 

Input to the function:  

 The name of the main input file (char fileName[]).  

Outputs from the function:  

 The dimensions of the overall structure (float &xWidth, float &yWidth, and 

float &zWidth), 

 The mesh specification (float **xMesh, float **yMesh, float **zMesh), 

 The specification of material interfaces (float **materialInterface),  
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 The specification of the area for the electric field calculation (float &xMinEl, 

float &xMaxEl, float &yMinEl, float &yMaxEl, float &zMinEl, and float 

&zMaxEl),  

 The number of boundaries in the electric field calculation (int 

&numBoundsEl),  

 The number of electrodes (int &numElecs),  

 The number of different voltages applied to electrodes (int &numVoltages),  

 The geometric specification of boundaries for electric field calculation, 

separately for the real (boundary **boundsEl_i) and imaginary (boundary 

**boundsEl_j) electric field components,  

 The specification of the electrodes: the applied voltage, shape, size and 

location (electrode **elecs),  

 The specification of the voltages: the amplitudes of the real and imaginary 

parts of the complex voltage (float **voltages), and  

 The frequency of the applied voltage (float &freq) 

Description: 

The function read_main_input_file reads the main file, which contains values 

of the parameters necessary for electrical field calculation. In other words, this file is 

always required in order to run the program. Below is an example of a main input 

file for a castellated system of microelectrodes used in several references for 

dielectrophoretic manipulation of particles [e.g. 200]. The layout of the 

microelectrodes is shown in figure 5.5.  

X_WIDTH 60 

Y_WIDTH 30 

Z_WIDTH 130 

X_MESH 1 U 0 60 2 

Y_MESH 1 U 0 30 2 

Z_MESH 3 U 0 60 2 U 60 104 2 U 104 130 2 

MATERIAL_INTERFACE 2 0 60 0 30 70 70 0 60 0 30 100 100 

EL_PROBLEM 0 60 0 30 70 100 

NUM_EL_BOUNDS 6 

NUM_ELECTRODES 2 

NUM_VOLTAGES 2 

ELB1 0 60 0 0 70 100 N 0 N 0 
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ELB2 60 60 0 30 70 100 D 2 D 2 

ELB3 0 60 30 30 70 100 N 0 N 0 

ELB4 0 0 0 30 70 100 N 0 N 0 

ELB5 0 60 0 30 70 70 N 0 N 0 

ELB6 0 60 0 30 100 100 N 0 N 0 

E1 R 0 20 0 30 70 70 1 300 

E2 R 20 40 15 30 70 70 2 300 

V1_i 10  

V1_j 0  

V2_i 0 

V2_j 0 

FREQ 10.0e6 

 

 

 

 

 

 

 

 

 

 

 

          Figure 5.5 Top view and side view of castellated system of microelectrodes. The 

black rectangle on the left figure represents the cross-section given on the right figure  

The problem is three-dimensional. The microelectrodes are fabricated on a 

glass substrate 70 microns thick. The microelectrodes are covered with another glass 

plate 60 microns thick. The microchannel 30 microns in depth is etched in the cover 

plate and the particles are suspended in the liquid inside the microchannel. 

Therefore, we have 70 microns thick glass, 30 microns deep microchannel, and 30 

microns of glass covering the microchannel.  

To describe the electrical problem, we have to define the boundaries, the 

mesh size, the microelectrodes, the voltage applied to the microelectrodes, and the 

frequency of the voltage. In the main input file, the first three lines always define the 

width of the overall structure in all three dimensions: X_WIDTH, Y_WIDTH and 

Z_WIDTH. In this case they are 60, 30 and 130 microns (the substrate plus the 

cover), respectively. It should be noted that in this case we will add the calculation 

40μm 

80μm 
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y x 
z 

30μm 

70μm 

30μm 
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of the temperature distribution in the glass and liquid, and therefore the boundaries 

of the electrical problem do not correspond to the boundaries of the overall structure. 

This is because the electric field distribution is calculated only in the liquid, and the 

temperature distribution is calculated in both the glass and the liquid.  

The next three lines define the mesh in all three directions: X_MESH, 

Y_MESH, and Z_MESH. The mesh can be defined as a uniform (the distance 

between the mesh lines is constant across an axis), or a non-uniform mesh. In the 

latter case, the distance between the mesh lines is not constant across the axis. For 

example, the mesh lines could be denser in the area where we want to increase the 

accuracy of the results, and sparser in the area where the accuracy is not critical. In 

this way we significantly improve the computation by means of memory usage and 

speed. The details about the mesh definition in this example will be discussed in 

more details in section 5.2.5. 

The next line defines interfaces between the materials, in this case the glass 

and the liquid. There are two interfaces defined in this example: one is between the 

top of the substrate and the liquid, and the other one is between the liquid and the 

top of the microchannel. The material interfaces are only important in the 

calculation of the temperature, and therefore, we only look at the top and bottom 

interfaces (in x-y plane). Other interfaces (in x-z and y-z planes) are not important, 

because they are always described in the temperature calculation as boundaries with 

Neumann or Dirichlet boundary conditions. This line always starts with 

MATERIAL_INTERFACE, followed by the definitions of the interfaces. The first 

number denotes the number of interfaces (2 in this case), followed by sets of six 

numbers describing the start and end points in all three directions. The first six 

numbers are related to the first interface (i.e. the interface between the top of the 

substrate and the liquid) in the following way: (i) 0 and 60 denote that the first 

interface spreads between 0 and 60 microns in x direction; (ii) the following 0 and 

30 denote that the first interface spreads between 0 and 30 microns in y direction; 

and (iii) the following 70 and 70 denote that the first interface is in x-y plane at the 

height of 70 microns. The following six numbers (0, 60, 0, 30, 100 and 100) are 

related to the second interface (i.e. the interface between the liquid and the top of the 

microchannel) in the same way. 

The next line starts with EL_PROBLEM and defines the area for the electric 

field calculation. It goes from 0 to 60 microns in x direction, from 0 to 30 microns in 
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y direction, and from 70 to 100 microns in z direction. This apparently encloses only 

the liquid, because the glass is not included in electric field calculation, as will be 

described later in the text. 

The following line starts with NUM_EL_BOUNDS and denotes the number 

of boundaries for electrical problem calculation. There are six boundaries in this 

example.  

The next line defines the number of different voltages applied to the 

microelectrodes. For example, if there are four microelectrodes, each one of those 

can have a different voltage applied to it (e.g. 4-phase voltage in an electrorotation 

chamber), and four voltages would have to be specified in the main input file. In this 

example, we have two electrodes and two voltages with same amplitudes and 

opposite phases (the difference of 180º). Therefore, NUM_VOLTAGES equals 2. 

The following lines ELB0 to ELB5 describe the boundaries of the area for 

the electric field calculation. The number of these lines (i.e. the number of 

boundaries) equals NUM_EL_BOUNDS, which equals 6 in this case. The first six 

numbers describe the width of a boundary in x, y and z directions. For example, the 

first boundary ELB0 spreads from 0 to 60 microns in x direction, from 0 to 0 in y 

direction, and from 70 to 100 microns in z direction. In other words, this is an x-z 

plane going from the bottom to the top of the microchannel. The physical 

description of a boundary is followed by the definition of its boundary condition for 

the electric field calculation, which can be Neumann (N) or Dirichlet (D). There are 

two electrical boundary conditions for each boundary: one for the real part of the 

complex potential value, and one for its imaginary part. It should be noted that we 

are working with voltages of sine wave, and each voltage is described with the 

amplitudes of their real (φR) and imaginary (φI) parts (φ = φR + iφI). In the case of 

ELB1 (the second electrode defined in the input file), we have Neumann boundary 

condition for both the real and the imaginary parts of the potential. The first „N‟ is 

related to the real part and the second „N‟ to the imaginary part. The zeros denote 

the values of the boundary conditions. In the case of ELB2 we have Dirichlet 

conditions for both the real and the imaginary parts of the potential. The number 2 

associated to a Dirichlet boundary condition values denotes that the value of the 

boundary conditions equals the specification of voltage V2 (i.e. the second voltage 

in the list of defined voltages). In other words, the Dirichlet boundary condition for 

φR and φI equals 0 V for boundary ELB2.  
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After the specification of the boundaries, the electrodes have to be specified 

by means of their location, size, shape and the applied voltage. There are two 

electrodes in this example: E1 and E2. The first parameter specified in the 

electrode‟s definition is its shape. The electrodes can have one of the following 

geometrical shapes: rectangle (R), triangle (T), circle (C), ellipse (E) and a 

hyperbole (H). If an electrode has a more complex shape that can be described with 

a combination of the above mentioned shapes, a user can do so by specifying more 

than one electrode in the list to describe only one electrode. For example, if an 

electrode is of a general quadrangular shape, it can be specified by two electrodes of 

a triangular shape, which are connected to the same voltage and “glued” together to 

give the desired electrode. In this example E1 and E2 are rectangular electrodes. The 

numbers following the shape specification (in this case „R‟) define the size and the 

location of the electrode. In this case the electrode E1 is rectangular, and spreads 

from 0 to 20 microns in x direction (the first two numbers following „R‟), from 0 to 

30 in y directions (the next two numbers), and from 70 to 70 in z direction. In other 

words, E1 is located in x-y plane at 70 microns above the bottom of the substrate, 

and has zero thickness. The following number (1) denotes that the voltage applied to 

the electrode is specified in the list of voltages at the first place, i.e. it is V1 in the 

example file. In the same way, we define that the voltage applied to E2 is V2. The 

last number (300) defines the temperature of the electrode in Kelvin in the case 

when the electrode is assumed to be at the fixed temperature when calculating the 

temperature distribution in the liquid and glass. In temperature distribution 

calculation the electrodes can be assumed to have the fixed temperature of a certain 

value (in this case 300 K), or they can be neglected in the temperature distribution 

calculation. In any case, the temperature of the electrode has to be specified in the 

input file, and based on the value of the  parameter isElectrodeThermTransparent 

defined in the thermal input file, it is decided in the program if this value is going to 

be used in the program or not.   

Electrode shape specification 

As already stated, the electrodes can have either a shape of a rectangle, 

triangle, circle, ellipse or a hyperbole. This example above shows how a rectangular 

electrode is specified: we have six numbers specifying the limits in all three 
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directions, and in this way we define the location and the size of the electrode. The 

following text explains how electrodes of the other four shapes are specified. The 

internal representation of the electrodes might not be based on the parameters 

specified in the input file, because there are several ways to geometrically describe 

the same geometrical shape and some are more suitable for certain mathematical 

problems, such as to determine if a mesh point lies on the electrode or not (which is 

important, because if a point lies on an electrode, its potential is known, and 

otherwise it has to be calculated with the finite difference method). More about 

internal representation of certain shapes of electrodes will be given in sections 

5.2.14 and 5.2.15. 

Each electrode specification line starts with En, where n is the electrode‟s 

index. This is followed by the specification of the electrode‟s shape, which, as 

already stated, can be one of the following: R (rectangle), T (triangle), C (circle), E 

(ellipse) and H (hyperbole). The shape specification is followed by a set of numbers 

which specify the electrode‟s location and size, and the way this set is specified 

depends on the electrode‟s shape. The last two numbers in the electrode‟s 

specification always specify the same parameters, as described in the example file: 

the penultimate number specifies the index of the voltage (in the list of voltages in 

the main input file) which is connected to the electrode, and the last number 

specifies the temperature of the electrode for the temperature distribution 

calculation.  

The following text specifies how the size and the location of the electrode are 

specified for all the shapes of the electrodes (the rectangular electrode is described 

in the example above, and we proceed with the four other shapes).   

For a triangular electrode, the three points of the triangle are specified: x1, y1 

and z1 for the first point, x2, y2 and z2 for the second point, and x3, y3 and z3 for 

the third point. The order in which the points are specified is not important. This 

representation is converted to another representation of the triangle within the 

program, and it will be described in more details in 5.2.14. It is important to note 

that the triangular electrode is limited in a way that the three angles of an electrode 

must all be less or equal to 90˚, or otherwise the program will not generate valid 

results. We can get around this problem by specifying two or more electrodes if an 

angle greater than 90˚ is needed. Here is an example of a triangular electrode 

specification: 
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E1 T 10 40 70 30 30 70 10 50 70 

The letter T designates the electrode as triangular, and the numbers that 

follow are used to represent the three points enclosing the triangle. Each point is 

represented with three numbers, namely x, y and z coordinates, as stated in the 

previous paragraph. By looking at the numbers, it is apparent that the triangular 

electrode is in the x-y plane at 70 microns above the bottom of the structure, and 

with the vertices at the coordinates (10, 40), (30, 30), and (10, 50). All distances are 

in microns. 

For a circular electrode, again three points are specified. It would be more 

straightforward to specify the circular electrode with a radius and the coordinates of 

the centre, but then it would not be possible to specify an electrode which is just a 

part of the circle, for example one quarter of a circle. The points we specify are the 

centre of a circle and two end points of an arc, see figure 5.10 in section 5.2.15. The 

order in which we specify the three points is important in this case, in a sense that 

the first specified point always represents the centre of the circle. The order of the 

other two points is not important. Similar to the triangular electrode specification, 

the circular electrodes are limited by means of a maximum portion of a circle that 

can be specified: the maximum is one quarter of a circle. If this constraint is 

violated, the program generates invalid results. If more than a quarter of a circle is 

needed, more than one electrode must be specified. For example, for a whole circle 

we would have to specify four quarters of a circle that make up a circle when glued 

together by the program. Below is an example of a circular electrode specification: 

E1 C 10 10 70 20 0 70 20 20 70  

The electrode is in the x-y plane at 70 microns height, the centre of the electrode is 

at the point (10, 10), and the two end points are at (20, 0) and (20,20). The order in 

which we specify the other two points apart from the centre of the circle is not 

important.  

5.2.2. Function read_thermal_input_file 

Input to the function:  

 The name of the input file for temperature distribution calculation (char 

fileName[]).  
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Outputs from the function:  

 The specification of the area for temperature calculation (float &xMinTh, 

float &xMaxTh, float &yMinTh, float &yMaxTh, float &zMinTh, float 

&zMaxTh),  

 The number of boundaries for temperature calculation (int &numBoundsTh),  

 The geometric specification of boundaries for temperature calculation 

(boundary **boundsTh),  

 The switch (int &isElectrodeThermTransparent) defining the electrodes as 

being transparent for temperature calculation (equal to 1 in that case) or at 

the room temperature (equal to 0). 

Description: 

Function read_thermal_input_file reads the file which contains values of the 

parameters necessary for temperature calculation. This file does not need to be 

specified, because the temperature distribution is not required in order to calculate 

the electric field and the dielectrophoretic force. It is up to the user to decide if the 

temperature distribution has to be taken into account or not. The program reads this 

file and collects the parameters defined in it only if the switch 

CALCULATE_THERMAL_PROBLEM is set to 1 (true). Otherwise the function is 

not executed and later on the temperature is not taken into account when calculating 

the electric field.  

Below is an example of a thermal problem file for the system of 

microelectrodes described in section 5.2.1.  

TH_PROBLEM 0 60 0 30 0 130 

NUM_TH_BOUNDS 6 

THB1 0 60 0 0 0 130 N 0 

THB2 60 60 0 30 0 130 N 0 

THB3 0 60 30 30 0 130 N 0 

THB4 0 0 0 30 0 130 N 0 

THB5 0 60 0 30 0 0 D 300 

THB6 0 60 0 30 130 130 D 300 

IS_ELECTRODE_THERM_TRANSPARENT 1 

TEMP_ERROR 0.05 
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As stated there, the main file always needs to exist and in that file we specify 

the parameters related to the overall problem (mesh specification, dimensions of the 

overall structure and material interfaces). Therefore, the thermal problem file needs 

only to specify the parameters of the thermal problem, i.e. calculation of the 

temperature distribution.  

The first line describes the area for the temperature calculation. This line 

starts with TH_PROBLEM followed by six numbers. The first two specify the 

boundaries in the x direction (the area spreads from 0 to 60 microns in the x 

direction in this example), the middle two specify the boundaries in the y directions 

(between 0 and 30 microns in this example), and the final two specify the 

boundaries in the z direction (going from 0 to 130 microns in this example). 

The next line starts with NUM_TH_BOUNDS and specifies the number of 

boundaries in the temperature distribution calculation. In this case the area has a 

shape of a rectangular parallelepiped, and hence there are six boundaries. 

The following lines specify those boundaries. The lines start with THB1 to 

THB6. The following six numbers describe the width of a boundary in x, y and z 

directions. For example, the first boundary THB1 spreads from 0 to 60 microns in x 

direction, from 0 to 0 in y direction, and from 0 to 130 microns in z direction. This is 

therefore an x-z plane going from the bottom to the top of the structure. The physical 

description of a boundary is followed by the definition of its boundary condition for 

the temperature calculation, which can be Neumann (N) or Dirichlet (D). In the case 

of THB1, we have Neumann boundary condition, and its value equals 0. In the case 

of THB5 we have Dirichlet boundary conditions with the value of 300, which means 

that the temperature on this boundary is constant and equal to 300 K.  

The next line defines the parameter, which specifies if the electrodes are 

transparent for the thermal problem calculation. This parameter, defined as a global 

configuration parameter, is called IS_ELECTRODE_THERM_TRANSPARENT. If 

it is equal to zero, the electrodes are assumed to be transparent for the temperature 

distribution calculation. If IS_ELECTRODE_THERM_TRANSPARENT is equal to 

1, the electrodes are assumed to be at a fixed temperature. 

The last line defines the parameter called TEMP_ERROR. It is used in the 

iterative calculation of the temperature distribution, as already described at the 

beginning of chapter 5. The first step in the calculation of the temperature and the 

electric field is the electric field calculation with the temperature assumed to be 300 
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K in all the mesh points throughout the structure. After the electric field distribution 

is obtained, the temperature distribution is calculated by taking into account the 

electric field distribution. Then the field is again calculated by taking into account 

the temperature and in this way the iterative steps are repeated. The difference in the 

temperatures between two successive iterations is calculated in all of the mesh 

points. If that difference is less than TEMP_ERROR in all of the points, the 

solutions for the electric field and the temperature are considered to be sufficiently 

accurate, and the iterative calculation is stopped. 

5.2.3. Function read_fluid_input_file 

Input to the function:  

 The name of the input file for fluid flow calculation (char fileName[]).  

Outputs from the function:  

 The specification of the area for fluid flow calculation (float &xMinTh, float 

&xMaxTh, float &yMinTh, float &yMaxTh, float &zMinTh, float 

&zMaxTh),  

 The number of boundaries for fluid flow calculation (int &numBoundsTh),  

 The geometric specification of boundaries for fluid flow calculation 

(boundary **boundsFl_x, boundary **boundsFl_y, boundary **boundsFl_z, 

boundary **boundsFl_p 

Description: 

Function read_fluid_input_file reads the file, which contains values of the 

parameters necessary for fluid flow calculation. This file does not need to be 

specified, because the drag force on particles due to the fluid flow (of any origin) 

might in some cases be neglected when compared to the dielectrophoretic force. It is 

up to the user to decide if the drag force needs to be taken into account for better 

accuracy or not. The program reads this file and collects the parameters defined in it 

only if the switch CALCULATE_FLUID_PROBLEM is set to 1 (i.e. true). 

Otherwise the function is not executed and later on the fluid drag force is not taken 

into account when calculating the particles trajectories.  

Below is an example of a fluid problem file for the system of 

microelectrodes described in section 5.2.1.  

FL_PROBLEM 0 60 0 30 70 100 
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NUM_FL_BOUNDS 6 

FLB1 0 60 0 0 70 100 N 0 N 0 N 0 N 0 

FLB2 60 60 0 30 70 100 N 0 N 0 N 0 N 0 

FLB3 0 60 30 30 70 100 N 0 N 0 N 0 N 0 

FLB4 0 0 0 30 70 100 N 0 N 0 N 0 N 0 

FLB5 0 60 0 30 70 70 D 0 N 0 N 0 N 0 

FLB6 0 60 0 30 100 100 D 0 N 0 N 0 N 0 

As stated in section 5.2.1, the main file always needs to exist, and there we 

specify the parameters related to the overall problem (mesh specification, 

dimensions of the overall structure and material interfaces). Therefore, the fluid 

problem file needs only to specify the parameters of the fluid problem, i.e. 

calculation of the fluid flow. These are described in the following text. 

The first line describes the area for the temperature calculation. This line 

starts with FL_PROBLEM followed by six numbers. The first two specify the 

boundaries in x direction (the area spreads from 0 to 60 microns in the x direction in 

this example), the middle two specify the boundaries in the y directions (between 0 

and 30 microns in this example), and the final two specify the boundaries in the z 

direction (going from 70 to 100 microns in this example). 

The next line starts with NUM_FL_BOUNDS and specifies the number of 

boundaries in the temperature distribution calculation. In this case the area has a 

shape of a rectangular parallelepiped, and hence there are six boundaries. 

The following lines specify those boundaries. The lines start with FLB1 to 

FLB6. The following six numbers describe the width of a boundary in the x, y and z 

directions. For example, the first boundary FLB1 spreads from 0 to 60 microns in 

the x direction, from 0 to 0 in y direction, and from 70 to 100 microns in z direction. 

This is therefore an x-z plane going from the bottom to the top of the microchannel. 

The physical description of a boundary is followed by the definition of its boundary 

conditions for the fluid flow calculation, which can be Neumann (N) or Dirichlet 

(D). There are four boundary conditions for each boundary. The first three are 

related to the x, y, and z components of the flow vector, respectively, and the last 

one is related to the pressure distribution. In the case of FLB1, we have Neumann 

boundary condition for all the flow vector‟s components and the pressure, and their 

values are all equal to 0. In the case of FLB4 we have Dirichlet boundary condition 
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for the x component of the flow vector with the value of 0, which means that it is 

constant and equal to 0 on this boundary.  

5.2.4 Function rewrite_input_file 

Inputs to the function:  

 All the parameters read into the program from the main input file, and the 

parameters read from the thermal input file and the fluid input file, if those 

files are specified. The parameters in question include the overall dimensions 

of the structure, the boundaries for the electrical, thermal and fluid problems, 

the boundaries, the electrodes, the voltages applied to the electrodes, etc. 

Output from the function:  

 The file called rewritten_inputs.txt in the outputfiles directory. The file 

should resemble the input files (main, thermal and fluid altogether in one 

file) and it should be easy to visually inspect if all the parameters were 

successfully read into the program.   

Description: 

The purpose of this function is to create a file called rewritten_inputs.txt, 

which should serve to a user as a sanity check if all the parameters from the input 

files were successfully read into the program. This should reduce the possibility of 

getting false results by the program if a user makes a lexical mistake while typing 

the input files.  

The rewritten_inputs.txt file for the example described in sections 5.2.1 

through 5.2.3 is given below:   

X_WIDTH 60 

Y_WIDTH 30 

Z_WIDTH 130 

X_MESH 1 1 0 60 2  

Y_MESH 1 1 0 30 2  

Z_MESH 3 1 0 60 2 1 60 104 2 1 104 130 2  

MATERIAL_INTERFACE 2 0 60 0 30 70 70 0 60 0 30 100 100 

EL_PROBLEM 0 60 0 30 70 100 

NUM_EL_BOUNDS 6 

NUM_ELECTRODES 2 

NUM_VOLTAGES 2 
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ELB1 0 60 0 0 70 100 N 0 N 0 

ELB2 60 60 0 30 70 100 D 2 D 2 

ELB3 0 60 30 30 70 100 N 0 N 0 

ELB4 0 0 0 30 70 100 N 0 N 0 

ELB5 0 60 0 30 70 70 N 0 N 0 

ELB6 0 60 0 30 100 100 N 0 N 0 

E1 R 0 20 0 30 70 70 0 300 

E2 R 20 40 15 30 70 70 0 300 

V1 10 

V2 0 

V3 0 

V4 0 

FREQ 1e+007 

TH_PROBLEM 0 60 0 30 0 130 

NUM_TH_BOUNDS 6 

THB1 0 60 0 0 0 130 N 0 

THB2 60 60 0 30 0 130 N 0 

THB3 0 60 30 30 0 130 N 0 

THB4 0 0 0 30 0 130 N 0 

THB5 0 60 0 30 0 0 D 300 

THB6 0 60 0 30 130 130 D 300 

IS_ELECTRODE_THERM_TRANSPARENT 1 

TEMP_ERROR 0.05 

FL_PROBLEM 0 60 0 30 70 100 

NUM_FL_BOUNDS 6 

FLB1 0 60 0 0 70 100 N 0 N 0 N 0 N 0 

FLB2 60 60 0 30 70 100 N 0 N 0 N 0 N 0 

FLB3 0 60 30 30 70 100 N 0 N 0 N 0 N 0 

FLB4 0 0 0 30 70 100 N 0 N 0 N 0 N 0 

FLB5 0 60 0 30 70 70 D 0 N 0 N 0 N 0 

FLB6 0 60 0 30 100 100 D 0 N 0 N 0 N 0 

The first part of the file is an exact copy of the main input file described in 

section 5.2.1. It starts with the dimensions of the overall structure (X_WIDTH, 

Y_WIDTH and Z_WIDTH), and ends with the frequency of the applied voltage. In 

between there is also the definition of the mesh, the interface of materials, the 

dimensions of the electrical problem, the number of electrical boundaries, the 
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number of microelectrodes, the number of different voltages applied to the 

microelectrodes, the boundaries of the electrical problem, the microelectrodes, and 

the voltages. 

The second part of the file is an exact copy of the thermal input file described 

in section 5.2.2. It starts with the dimensions of the thermal problem, followed by 

the number of the boundaries in the thermal problem, the specification of the 

boundaries (the shape and location), the parameter TEMP_ERROR, and the 

parameter IS_ELECTRODE_THERM_TRANSPARENT.  

The final part of the file is an exact copy of the fluid input file described in 

section 5.2.3. It defines the dimensions of the fluid problem, the number of the 

boundaries for the fluid problem, and the location and shape of those boundaries.  

5.2.5. Function create_mesh_lines 

Inputs to the function:  

 The mesh specification obtained from the main input files (float *mesh), and 

 The name of the axis in question (char axis; this function is run three times: 

for x, for y and for z axis). 

Output from the function:  

 The locations of the mesh lines in microns (float **meshLines; each run of 

the function creates an array of mesh lines, and each axis is assigned a 

separate array, namely xMeshLines, yMeshLines and zMeshLines in the 

main function), and  

 The file containing the locations of the mesh lines (each run of the function 

creates a separate file, and we have separate files for the three axis, namely 

mesh_lines_x.txt, mesh_lines_y.txt and mesh_lines_z.txt). 

Description: 

This function creates such a representation of the mesh, which is more 

suitable for the subsequent calculation and manipulation of the mesh points. The 

locations of the mesh lines are written into files and may be verified by the user. A 

typical mesh specification in the main input file described in section 5.2.1 could be 

as follows: 

Z_MESH 3 N 0 60 3 2 U 60 104 2 N 104 130 2 3 
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This line defines the mesh in the z direction in the flowing way: the first 

number (3 in this case) specifies how many different sequences there are in which 

the mesh is specified differently. In this case there are three sequences, as will be 

described below. Each sequence is specified by a letter „N‟ or „U‟, followed by the 

coordinates of the endpoints of the sequence, followed by one or two numbers, as 

will be described below. The letter associated with a sequence denotes if the mesh 

lines are distributed in a way that the distance between the adjacent mesh lines is a 

constant, or changes linearly. In the former case, the sequence is designated with 

„U‟, which stands for uniform, and in the latter case, the mesh is non-uniform and 

the sequence is designated with „N‟. In the specification above, the first and the last 

sequence are non-uniform, and the middle one is uniform. 

For each sequence, the letter specifying the uniformity of the sequence is 

followed by the endpoints of the sequence. Thus the first sequence lies between 0 

and 60 microns, the second one between 60 and 104 microns, and the third one 

between 104 and 130 microns. 

The final parameter in a sequence specification is the distance between the 

mesh lines. For a uniform sequence, it is simply a distance in microns between the 

mesh lines. For example, in the case of the middle sequence listed above, it is 2 

microns. For a non-uniform sequence, two numbers are specified: the first one 

denotes the distance between the mesh lines at the first end of the sequence, and the 

second one denotes the distance between the mesh lines at the other end. In the case 

of the first sequence, the first mesh line after the starting point of the sequence will 

be 3 microns away from the starting point, i.e. at the location where z equals 3 

microns (0 + 3 microns). The last mesh line before the end of the sequence will be 2 

microns away from the ending point of the sequence, i.e. at the location where z 

equals 58 microns (60 microns – 2 microns). Between 3 and 58 microns, the 

distance between the mesh lines decreases linearly, and falls in the range between 3 

and 2 microns (why it sometimes does not will be explained in more details in the 

following text).  

The mesh lines obtained from the specification above lie at the following 

locations: 

0, 3, 5.95652, 8.86957, 11.7391, 14.5652, 17.3478, 20.087, 

22.7826, 25.4348, 28.0435, 30.6087, 33.1304, 35.6087, 
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38.0435, 40.4348, 42.7826, 45.087, 47.3478, 49.5652, 51.7391, 

53.8696, 55.9565, 58, 60, 62, 64, 66, 68, 70, 72, 74, 76, 78, 

80, 82, 84, 86, 88, 90, 92, 94, 96, 98, 100, 102, 104, 106, 

108.139, 110.417, 112.833, 115.389, 118.083, 120.917, 

123.889, 127, 130. 

Note that the distance between the mesh lines at 123.889 and 127 microns is 

3.111 microns, i.e. greater than 3 microns, which should be an upper limit, as 

explained in the last paragraph. The reason for this discrepancy will be described in 

section 5.2.6, but for now it should be said that this does not affect the accuracy of 

the results, because it is irrelevant if the distance between the mesh lines equals 3 

microns or slightly more or slightly less, due to the nature of the finite difference 

method. However, a user should be aware that a situation like this might occur. 

5.2.6. Function create_nonuniform_mesh  

Inputs to the function:  

 The mesh specification obtained from the main input files (float *mesh), and 

 The index of the mesh sequence within the array *mesh (int i). For example, 

the mesh specification in 5.2.5 (Z_MESH 3 N 0 60 3 2 U 60 104 2 N 

104 130 2 3) would generate the values for I equal to 0, 1 and 2, for the 

first, second and third sequence, respectively. 

Output from the function:  

 The array of distances between the adjacent mesh lines within the sequence 

in question (float **array), and 

 The integer nPart equal to the number of mesh lines minus 1 (int &nPart).  

Description: 

This function is called within the function create_mesh_lines. As stated 

above, create_mesh_lines rewrites the mesh specification in a way which is more 

suitable for use in the finite difference method and other algorithms. 

Create_nonuniform_mesh is called when the mesh specification that 

create_mesh_lines deals with is a non-uniform one, i.e. the distances between the 

adjacent mesh lines is not a constant. Such a representation exists in the example in 

section 5.2.5:  

(…) N 104 130 2 3 
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As stated in that section, this specifies the mesh between 104 and 130 

microns, in a way that the distance between the mesh lines at the left end is equal to 

2 microns, the distance between the mesh lines at the right end is equal to 3 microns, 

and the distance between the mesh lines in between these endpoints increases 

linearly from 2 to 3 microns.  

As stated above, this function returns the array of distances between the 

adjacent mesh lines (float **array), and the number of mesh lines minus 1 (int 

&nPart).  

In the example above, we will use the following notation: x1 = 104 microns, 

x2 = 130 microns, y1 = 2 microns and y2 = 3 microns. The number of mesh lines n is 

equal to: 

1
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In the case above, this is equal to 11.4. Obviously, the number of mesh lines has to 

be an integer; hence we round the number to 11. There are therefore 11 mesh lines 

between 104 and 130 microns, including those two mesh lines at 104 and 130 

microns. The integer nPart is equal to the number of mesh lines minus one, i.e. 10. 

The distance between the mesh lines increases linearly from left to right, and 

therefore the location of mesh lines changes linearly. The distance between the first 

and the second mesh line is equal to y1, i.e. 2 microns. The distance between the 

second and the third mesh line is equal to y1 + Δy, where Δy is a constant for which 

the distance between the mesh lines changes (in this case decreases) going from the 

beginning to the end of the grid. The distance between the third and the fourth mesh 

lines is y1 + 2Δy, and so forth. The distance between the penultimate and the last 

mesh lines is equal to y1 + (nPart – 1)Δy, but also to y2, i.e. 3 microns. Therefore, we 

can calculate Δy using the following equation: 

1

12






nPart

yy
y                (5.24) 

Using the values for the necessary parameters as in the example above, Δy 

calculates to 0.111 microns. As described above, in general case we introduce an 

error to this calculation, because nPart does not always calculate to an integer, but 
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we round it to an integer. If we sum together all the distances between the mesh 

lines using the values for y1, y2, nPart and Δy, the result would be: 

y
nPartnPart

ynPartY 



2

)1(
* 1              (5.25) 

In the example above, this equals 25 microns. The correct result, however, is 

obviously equal to y2 – y1, which, in our example, equals 26 microns. The difference 

between the two is taken into account and added to Δy to eliminate the 

abovementioned error.  If we denote this difference with D (in our example D equals 

1 micron), then we add a portion of D to Δy for all of the distances between the 

mesh lines except for the first one and the last one (that is why the parameters y1 and 

y2 remain as defined in the specification, i.e. 2 and 3 microns, respectively). There 

are nPart-2 mesh distances to which we add this compensation, and therefore, its 

value can be calculated by using the following equation: 

)2)(1(

2




nPartnPart

D
D               (5.26) 

In our example, ΔD equals 0.0277 microns, and therefore the modified value 

for Δy equals 0.1388 microns. Compared to the old value of 0.111 microns, it is a 

change of 25%. As mentioned in the text above, we do not change the distance 

between the first and the second, and the penultimate and the last mesh lines – they 

remain as specified in the input file. That is the reason why some distances between 

the mesh lines may be greater then the upper limit, as mentioned in section 5.2.5, 

where the actual Δy increases above the value that compensates the rounding of 

number of the mesh lines. 

5.2.7. Function calculate_number_mesh_points 

Inputs to the function:  

 The overall dimensions of the problem (float xWidth, float yWidth, float 

zWidth), 

 The minimum and maximum co-ordinates for the electrical, thermal and 

fluid problems (float xMinEl, float xMaxEl, float yMinEl, float yMaxEl, 

float zMinEl, float zMaxEl, float xMinTh, float xMaxTh, float yMinTh, float 
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yMaxTh, float zMinTh, float zMaxTh, float xMinFl, float xMaxFl, float 

yMinFl, float yMaxFl, float zMinFl, float zMaxFl), and  

 The arrays of mesh lines (float *xMeshLines, float *yMeshLines, float 

*zMeshLines). 

Output from the function:  

 The total number of mesh points (int &numPoints) and the number of points 

in the electrical, thermal and fluid problems (int &numPointsEl, int 

&numPointsTh, int &numPointsFl, respectively). 

 The text file number_of_mesh_points.txt, which contains the values for the 

total number of mesh points and the number of points in the electrical, 

thermal and fluid problems. 

Description: 

This function calculates the total number of mesh points and the number of 

points in the electrical, thermal and fluid problems. We need these values simply 

because we need to calculate certain parameters in all of the mesh points, and we do 

this by using loops. Therefore, we need the number of mesh points to know how 

many times we need to repeat these loops in the program. 

We calculate the number of mesh points within a 3D structure with a regular 

mesh simply by taking the number of mesh lines parallel to x axis, the number of 

mesh lines parallel to y axis, and the number of mesh lines parallel to z axis, and by 

simply multiplying those numbers. For example, if we are looking at the mesh 20 

microns wide on all three axis and with the constant distance between the mesh lines 

of 2 microns, the total number of mesh points is equal to 11
3
 or 1331.  

5.2.8. Function calculate_number_mesh_lines 

Inputs to the function:  

 The range in which we are counting the mesh lines (float beginPoint, float 

endPoint), and  

 The array of mesh lines (float *meshLines). 

Output from the function:  

 The number of mesh lines in the given array of mesh lines within the given 

range (the function returns this value). 

Description: 
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This function simply counts all of the mesh lines in the given array of mesh lines 

that lie in the given range specified by two endpoints. For each mesh line, the 

function checks if it lies within the given range, and if it does, it increments the 

counter of mesh lines. Otherwise, the counter does not change.  

5.2.9. Function create_mesh_distances 

Inputs to the function:  

 The total number of points (int numPoints), 

 The overall dimensions of the problem (float xWidth, float yWidth, float 

zWidth), and 

 The arrays of mesh lines on all three axis (float *xMeshLines, float 

*yMeshLines, float *zMeshLines). 

Output from the function:  

 The array that for each mesh point contains the distances of the adjacent 

mesh points in all three directions (float **meshDistances_fbrlud),  

 The arrays of co-ordinates for all of the mesh points (float **x, float **y, 

float **z), and 

 The text files that contain co-ordinates for all of the mesh points: x.txt, y.txt, 

and z.txt (all of the co-ordinates are written into separate files).  

Description: 

To calculate gradients of certain three dimensional variables in all of the 

mesh points, it is necessary to know not only the index of the mesh point in which 

we calculate the gradient, but also the distances between the mesh point in question 

and the mesh points in front of it, behind it, on the right hand side, on the left, above 

it, and under it. This function generates the array of those distances for all of the 

mesh points (six elements for each mesh point).  

For example, a mesh point can be assumed with co-ordinates x = 10, y = 8, 

and z = 17 microns, and its index in the array of mesh points is 1922. If the mesh 

lines around this point are 1 micron away, the adjacent points have the following co-

ordinates (the indexes are taken randomly for this example): 

 (x, y, z) = (12, 8, 17) μm, index = 1921 (this point is “in front” of the given 

mesh point, because its y and z co-ordinates are equal, and its x co-ordinate 

is greater than the x co-ordinate of the mesh point in question), 
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 (x, y, z) = (10, 8, 17) μm, index = 1923 (this point is “behind” the given 

mesh point, because its y and z co-ordinates are equal, and its x co-ordinate 

is less than the x co-ordinate of the mesh point in question), 

 (x, y, z) = (10, 9, 17) μm, index = 1998 (this point is “on the right” of the 

given mesh point, because its x and z co-ordinates are equal, and its y co-

ordinate is greater than the y co-ordinate of the mesh point in question), 

 (x, y, z) = (10, 7, 17) μm, index = 1846 (this point is “on the left” of the 

given mesh point, because its x and z co-ordinates are equal, and its y co-

ordinate is less than the y co-ordinate of the mesh point in question), 

 (x, y, z) = (10, 8, 18) μm, index = 2154 (this point is “above” the given mesh 

point (or “up”), because its x and y co-ordinates are equal, and its z co-

ordinate is greaters than the z co-ordinate of the mesh point in question), 

 (x, y, z) = (10, 8, 16) μm, index = 1690 (this point is “under” the given mesh 

point (or “down”), because its x and y co-ordinates are equal, and its z co-

ordinate is less than the z co-ordinate of the mesh point in question). 

For this mesh point with the index of 1922, number 1 (representing the 

distance of 1 micron to the adjacent mesh points) would be input six times to the 

array meshDistances_fbrlud, starting from the array index of 11532 (this is equal to 

1922 * 6, because there are 1922 mesh points before this one with indexes from 0 to 

1921, and for each of these mesh points we have to write 6 indexes for the 6 points 

that surround it). That means that the mesh point with the index equal to 1922 

occupies the elements of the array from 11532 to 11537. The next element in the 

array belongs to the mesh point with the index equal to 1923.  

The indexes of the surrounding points are always written in the same order, 

as shown here. This is also suggested by the name of the array – it contains fbrlud. It 

stands for f(ront), b(ack), r(ight), l(eft), u(p), and d(own). 

This function also checks if the mesh point in question lies somewhere at the 

edge of the structure. For example, all of the points with the z co-ordinate equal to 0 

do not have the adjacent mesh point under it (all of the co-ordinates are always 

positive and 0 represents the edge of structure). In this case, in place of the distance 

between the mesh points, we write -1. For example, if height of the structure in the 

example above would be 17 microns, then the point with co-ordinates (10, 8, 18) 

microns would not exist, and we would write the following to the array: 1921, 1923, 

1998, 1846, -1, 1690.  
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Apart from the array meshDistances_fbrlud, this function also creates the 

arrays of co-ordinates of the mesh points, namely *x, *y and *z. These arrays 

contain as many elements as there are mesh points. For example, the first element in 

the array *x is the x co-ordinate of the mesh point that has the index equal to 0. 

What follows is the x co-ordinate of the mesh point with the index equal to 1, and so 

forth. The last element is the x co-ordinate of the point with the index equal to 

numPoints - 1. The same is the case for the arrays *y and *z. 

5.2.10. Function create_relative_index 

Inputs to the function:  

 The number of points in the electrical, thermal and fluid problems (int 

numPointsEl, int numPointsTh, int numPointsFl, respectively), 

 The arrays of co-ordinates of the mesh points (float *x, float *y, float *z), 

 The overall dimensions of the problem (float xWidth, float yWidth, float 

zWidth), 

 The arrays of mesh lines (float *xMeshLines, float *yMeshLines, float 

*zMeshLines), and 

 The minimum and maximum co-ordinates for the electrical, thermal and 

fluid problems (float xMinEl, float xMaxEl, float yMinEl, float yMaxEl, 

float zMinEl, float zMaxEl, float xMinTh, float xMaxTh, float yMinTh, float 

yMaxTh, float zMinTh, float zMaxTh, float xMinFl, float xMaxFl, float 

yMinFl, float yMaxFl, float zMinFl, float zMaxFl). 

Output from the function:  

 The arrays that connect the indexes of the mesh points in the electrical, 

thermal and fluid problems (int **index_El_Th, int **index_El_Fl, int 

**index_Th_El, int **index_Th_Fl, int **index_Fl_El, int **index_Fl_Th – 

it will be described in more details in the following text), and 

 The text files that store some of the abovementioned arrays, namely 

index_El_Th.txt (stores *index_El_Th), index_Fl_El.txt (stores 

*index_Fl_El), index_Fl_Th.txt (stores *index_Fl_Th) and index_Th_El.txt 

(stores *index_Th_El).  

Description: 
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Overall, there are three problems to be solved: electrical, thermal and fluid 

problems. Some mesh points belong to all of these problems, and some do not, 

because the dimensions of the problems are different in general. That is why a single 

mesh point can have more than one index associated to it, depending on the problem 

being solved. For example, a mesh point that has the index of 1345 in the electrical 

problem might have the index of 2419 in the thermal problem. Therefore, it is 

important to know the relations of these indexes. For example, if a point has an 

index of 1346 in the thermal problem, what is its index in the electrical problem? 

We need this, for example, because the temperature distribution depends on the 

electrical field strength, and vice versa. In other words, the problems we are solving 

are interconnected.  

This function creates six arrays that effectively represent connectivity 

between the electrical, thermal and fluid problems. As stated above, they are: 

index_El_Th, index_El_Fl, index_Th_El, index_Th_Fl, index_Fl_El and 

index_Fl_Th. The abbreviations El, Th and Fl correspond to the electrical, thermal 

and fluid problems, respectively. The contents of these arrays will be described in 

the following text. 

The indexes of the array belong to the problem stated with the first 

abbreviation (El, Th or Fl) in the array name. The array values are indexes of the 

problem stated with the second abbreviation in the array name. For example, 

index_El_Th connects the electrical and thermal problems. If its 151
st
 element has a 

value of 1650 (or in other words, index_El_Th[150] = 1650), that means that the 

point that has the index in the electrical problem equal to 150, has the index in the 

thermal problem equal to 1650. In the same manner, if index_Th_Fl[1500] = 125, 

that means that the point that has the index in the thermal problem equal to 1500, 

has the index in the fluid problem equal to 125. 

By using these arrays, we can easily calculate different physical quantities in 

the same mesh point. For example, let‟s say that we are looking at the mesh point 

with the index in the thermal problem equal to 550, and that we have the array of 

values for the temperature in all the mesh points in the thermal problem (this array is 

called temperature), and the array of values for the electrical field strength in all the 

mesh points in the electrical problem (this array is called field). Because the 

dimensions of the thermal and electrical problems are not necessarily the same, the 

indexes of the same points in these two problems might be different in general case. 
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In other words, the mesh point with the index of 550 in the thermal problem might 

not have the index equal to 550 in the electrical problem. If we want to know the 

temperature in this point, it is simply equal to the value of 550
th

 element in the 

temperature array, i.e. temeperature[550]. If we want to know the value of the 

electrical field in that point, we can make use of the array index_Th_El. To get the 

index in the electrical problem of the point that has the index in the thermal problem 

equal to 550, we take the value of the 551
st
 element in the array index_Th_El. In 

other words, the electrical field strength in the point in question is equal to 

field[index_Th_El[550]].  

5.2.11. Function find_type 

Inputs to the function:  

 The array of electrodes (electrode *electrodes) and the number of electrodes 

(int numElectrodes), 

 The array of boundaries (boundary *bounds) and the number of bundaries 

(int numBounds), 

 The co-ordinates of the point (float x, float y, float z), and 

 The minimum and maximum co-ordinates (float xMin, float xMax, float 

yMin, float yMax, float zMin, float zMax). 

Output from the function:  

 The type of the mesh point: „O‟, „E‟, „N‟, „D‟, „B‟, or „I‟ (the function 

returns this value). The meaning will be described in the following text. 

Description: 

This function returns the value of the parameter called type of the mesh 

point. The type is determined according to the location of the mesh point, i.e. does it 

lie on the electrode, on the boundary, and so on. As stated above, the type of the 

mesh point might be one of the following: „O‟, „E‟, „N‟, „D‟, „B‟, and „I‟, as follows: 

 „O‟ denotes the mesh point which lies outside of the boundaries (minimum 

and maximum co-ordinates) passed to the function.  

 „E‟ denotes the mesh point which lies on an electrode. 

 „N‟ denotes the mesh point which lies on the boundary, and the boundary 

condition on this boundary is Neumann‟s. 
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 „D‟ denotes the mesh point which lies on the boundary, and the boundary 

condition on this boundary is Dirichlet‟s.  

 It is possible for a mesh point to be a part of two boundaries, or of one 

boundary and one electrode. An example of this situation is when two 

boundaries touch and therefore, share some points, or when an entire 

electrode lies on the boundary between the glass substrate and the 

suspending liquid. „B‟ denotes the mesh point that falls in one of these two 

categories:  

o The mesh point lies on two boundaries and one of those boundaries 

has a Neumann boundary condition and the other boundary has a 

Dirichlet boundary condition (if the boundaries have the boundary 

condition of the same type, the mesh point is of type „D‟ or „N‟, 

and not „B‟).  

o The mesh point lies on an electrode and on a boundary, which has a 

Neumann boundary condition (the combination of an electrode and 

a Dirichlet boundary condition would render a point „E‟, not „B‟).  

 „I‟ denotes the mesh point which lies inside the boundaries (minimum and 

maximum co-ordinates) passed to the function, but does not lie on any of the 

boundaries or electrodes.  

5.2.12. Function iselectrode 

Inputs to the function:  

 The co-ordinates of the point (float x, float y, float z), and 

 The array of electrodes (electrode *electrodes) and the number of electrodes 

(int numElectrodes).  

Output from the function:  

 The index of the electrode (member of the array *electrodes) on which lies 

the mesh point in question.  

Description: 

This function goes through all of the electrodes in the array *electrodes in 

search for the electrodes on which the mesh point in question lies. The function goes 

through each of the electrodes and looks at the type of the electrode to execute the 

piece of code for that particular electrode. There are separate blocks of code to 
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check for circular, triangular and rectangular electrodes. If the point in question lies 

on the electrode, it will have a fixed electric potential during the electrical potential 

distribution calculation.  

5.2.13. Function isboundary 

Inputs to the function:  

 The co-ordinates of the point (float x, float y, float z), and 

 The array of boundaries (boundary *bounds) and the number of bundaries 

(int numBounds). 

Output from the function:  

 The array of indexes of the boundaries (members of the array *bounds) on 

which lies the mesh point in question. The function returns the pointer on 

this array. 

Description: 

This function goes through the array of boundaries and looks if the given 

mesh point lies on any of the boundaries in the array. If it lies on one or more 

boundaries, it creates an array of indexes of those boundaries that contain the given 

mesh point and returns the pointer on this array.  

For example, let‟s say that there are 6 boundaries with indexes equal to 0, 1, 

2, 3, 4 and 5, and that the mesh point in question lies on 3 of those boundaries, with 

indexes 1, 3 and 4 (for example, this is possible for a corner of a cube, which always 

touches three boundaries of the cube). The array that the function returns always has 

the first element equal to the number of boundaries that the point belongs to. In this 

case, it is 3. The indexes of those boundaries follow, and the resulting array is [3, 1, 

3, 4]. 

If the mesh point does not belong to any of the boundaries, the array returned 

by the function would be [0]. The first element is the number of boundaries the point 

belongs to, and it is equal to zero, and since there are no boundary indexes to add to 

the array, the first element is also the last. 

5.2.14. Function convert_triangular_electrodes 

Inputs to the function:  
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 The array of electrodes (electrode *electrodes) and the number of electrodes 

(int numElectrodes). 

Output from the function:  

 The array of electrodes (electrode *electrodes) in which the representation of 

triangular electrodes is changed in a way that is more suitable for calculation. 

The details will be described in the following text. 

Description: 

As stated in section 5.2.1, the shape and the location of the electrodes are 

specified in the main input file. One of the supported shapes of the electrodes is 

triangular. When specified, a triangular electrode is defined with the co-ordinates of 

the three points of the triangle. However, this representation of the triangle is useless 

in some cases. For example, if a triangle is defined by three points and if there is 

another point for which it needs to be established whether or not it lies within the 

triangle or not, the program must perform a certain amount of calculation. Instead of 

performing those calculations every time some colcaulations need to be done, it is 

easier to come up with a more suitable representation of a triangle, which eliminates 

the need for those calculations. This would save a significant amount of time during 

simulations. 

The twelve different types of triangles are given in figure 5.6. Any triangle 

given by any three points in two-dimensional space can be put into one of those 

twelve categories. As stated in section 5.2.1, the electrodes of a triangular shape 

must not have an angle greater than 90˚. If there is a need for such an electrode, the 

user should specify it by dividing it to two triangles that meet this constraint.  

To simplify the problem of resolving whether a point lies inside a triangle or 

not, the representation of triangles by three points (P1, P2 and P3) is converted into 

representation by three lines that connect these points (Y1, Y2 and Y3). Each line 

can be described by one of the following equations in the x-y co-ordinate system: 

baxy                  (5.27)  

cy                   (5.28) 

cx                   (5.29) 
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Equation (5.27) represents a general case, with a and b being any two real numbers. 

Here, a designates the slope of the line, which is positive if the gradient of the line is 

positive (the value of y rises as x rises), and it is negative if the gradient of the line is 

negative (the value of y falls as x rises). We will limit the parameter a to be non-zero 

(a ≠ 0) in this case, to make a distinction between equation (5.27) on one hand, and 

equations (5.28) and (5.29) on the other hand. Equation (5.28) represents a line 

parallel to x axis, while equation (5.29) represents a line parallel to y axis.  

 

Figure 5.6. Triangular electrodes 

From figure 5.2, it is apparent that the first four triangles have all three lines 

given by equation (5.27). The first two triangles a) and b) have two lines with 
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parameter a being negative and one line with a being positive, while c) and d) have 

two lines with a being positive and one with a being negative.  

The next four triangles e), f), g) and h) have one line described by either 

equation (5.28) or (5.29), while the other two lines are described by equation (5.27), 

with one line having a as positive and the other one having a as negative. The last 

four triangles i), j), k) and l) have exactly one line described by all the three above 

equations. Those lines described by equation (5.27) can have a parameter a as either 

positive or negative.  

When triangular electrodes are specified in the main input file, they are 

defined by the co-ordinates of three points: x1, y1, z1, x2, y2, z2, x3, y3, and z3. After 

we call the function conver_triangular_electrodes, other parameters become 

important in describing the triangular electrode. They are: a1, b1, c1, a2, b2, c2, a3, b3, 

c3, t1, t2, t3, s_point and t_type. The parameters a, b and c are defined as floating 

point variables, the parameter t is a character, and s_point and t_type are integers. 

They are described in the following text. 

 Parameters a, b, c and t are related to the lines of a triangle, and their roles 

can be understood by looking at equations (5.27) through (5.29). There are 

three lines in a triangle and therefore three sets of parameters a, b, c and t, 

where t basically defines with which equation (5.27) through (5.29) the line 

can be described, and a, b and c store the values based on parameter t.  

o If a line in question is described by equation (5.27), then a and b 

are calculated based on the co-ordinates of the end points, while the 

value of c is insignificant. The value of t depends on a: if a is 

greater than zero, t equals „+‟, and if a is less than zero, t equals „-„. 

In other words, t stores the sign of parameter a.  

o If a line in question is described by equation (5.28), meaning it is 

parallel to x axis, then a and b are insignificant, and c is calculated 

from the co-ordinates of the end points of the line. Parameter t 

stores „Y‟ in this case, denoting that the equation describing this 

line is y = c.  

o If a line in question is described by equation (5.29), meaning it is 

parallel to y axis, then a and b are again insignificant as in the 

previous case, while c is calculated from the co-ordinates of the end 
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points of the line. Parameter t stores „X‟ in this case, denoting that 

the equation describing this line is x = c.  

 The order in which the points are specified in the main input file is 

irrelevant, as well as the order in which we assign the three lines of a triangle 

to the parameters a, b, c and t. However, to successfully manipulate with the 

triangle data, we need to have at least one point for which we know where it 

lies on the triangle. We call this point a significant point, or s_point. 

Obviously, exactly one point in any of the twelve triangles in figure 5.6 can 

be a significant point: 

o For triangles a) through d), exactly two lines have parameter a with 

the same sign, while the third one has a parameter a of the opposite 

sign. In this case, the significant point is the point where those lines 

with the same sign of a meet. For triangles a), b), c) and d), those 

points are P1, P3, P2 and P1, respectively.  

o For triangles e) through h), two lines are described with equation 

(5.27), and one line is described with either (5.28) or (5.29). A 

significant point is the point in which the lines that are described 

with equation (5.27) meet. For triangles e), f), g) and h), those 

points are P3, P1, P1 and P2, respectively.  

o For triangles i) through l), one line is described with equation 

(5.27), one is described with equation (5.28), and one with (5.29). 

A significant point is the point in which those lines described with 

(5.28) and (5.29) meet. For triangles i), j), k) and l), the significant 

points are P1, P3, P2 and P2.  

 The parameter t_type denotes the type of triangle by means of different 

triangles described in figure 5.6. As stated above, if the constraint that all the 

angles are less or equal to 90˚ is met, any three points in a two-dimensional 

space will define a triangle that resembles one of the triangles described 

above and that can be defined with parameters s_point, t_type and three sets 

of parameters a, b, c and t. There are 12 types of triangles, and therefore 

t_type is an integer that takes the values from 1 to 12. If a triangle resembles 

the triangle in figure 5.6.a, t_type equals 1. If a triangle resembles the 

triangle in 5.6.b, t_type equals 2, and so forth. For example, if the points of a 
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triangle are (10, 10), (20, 10) and (20, 20) in x-y plane, t_type would have a 

value of 10, because the triangle resembles the triangle in 5.6.j.   

 

Figure 5.7. Example of a triangular electrode  

Figure 5.7 shows an example of a trinagular electrode given with three 

points P1, P2, and P3, and three lines Y1, Y2, and Y3. The parameter s_point in 

this case would be 2 (the second point in the triangle definition P2 is the 

significant point, with co-ordinates (20, 10)). The other parameters would be as 

follows: 

o For Y1: t1 = „X‟, c1 = 20 (a1 and b1 are irrelevant), 

o For Y2: t2 = „+‟, a2 = 1, b2 = 0 (c2 is irrelevant), and 

o For Y3: t3 = „Y‟, c3 = 10 (a3 and b3 are irrelevant). 

5.2.15. Function convert_circular_electrodes 

Inputs to the function:  

 The array of electrodes (electrode *electrodes) and the number of electrodes 

(int numElectrodes). 

Output from the function:  

 The array of electrodes (electrode *electrodes) in which the representation of 

circular electrodes is changed in a way that is more suitable for calculation. 

The details will be described in the following text. 

Description: 

As stated before, the shape and the location of the electrodes are specified in 

the main input file. One of the supported shapes of the electrodes is circular. This 

function serves the similar purpose as the function convert_triagular_electrodes, i.e. 
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it converts the representation of the circular electrodes into a format that is more 

suitable in certain calculations. As stated in section 5.2.14, which covers the 

function convert_triangular_electrodes, one purpose of this new representation is to 

facilitate the calculation of whether or not a given point lies on a circular electrode, 

which is not easy if the circular electrode is defined by only the three points as in the 

main input file (i.e. the conversion is from a user-friendly format to a program-

friendly format). 

 

Figure 5.8. Circular electrodes 

As stated in section 5.2.1, the circular electrode is specified by three points: 

the centre of a circle and the two endpoints of an arc. The points are specified in 

such an order that the first point is always the centre point, and the order of the 
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remaining two points is irrelevant. Another constraint when specifying the circular 

electrode is that the arc must be less than or equal to one quarter of the whole circle. 

If more than a quarter is needed, two electrodes must be specified. For example, if 

we need a portion of a circle that makes up 40% of a circle, or 144˚ in total, we can 

specify one electrode that would be one quarter of a circle, or 90˚ in total, and 

another electrode that would add another 54˚ to make the targeted 144˚.  

The three points that are specified define two lines and one arc, as depicted 

in figures 5.8 and 5.9. The two lines are described with one of the equations (5.27) 

to (5.29), as in the case of triangular electrodes. Again, the program distinguishes 

between the different shapes of circular electrodes, as depicted in figures 5.8 and 

5.9. Whichever three points we specify in the main input file, the circular electrode 

will resemble (by means of parameters a and c, as described in section 5.2.14) one 

of those depicted in figures 5.8 and 5.9.  

 

 

Figure 5.9. Circular electrodes – continued  

Similar to the conversion of the triangular representation, the representation 

of a circular electrode by the three points P1, P2 and P3 is converted by the program 

to the representation with parameters a, b, c, t and s_point. The meaning of the first 

four was described in section 5.2.14 (it is the same for the circular and the triangular 

electrodes). The parameter s_point has the same meaning and purpose as with the 

triangular electrodes, and here more details will be given on how s_point is 

determined for the electrodes in figures 5.8 and 5.9, as each one of them has a 

unique s_point, as was the case for the triangular electrodes. As already stated, the 
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first point in a circular electrode specification is the centre of an arc, and this point is 

denoted as P1 for all the electrodes in the figures. The other two points can be 

specified in a random order, and one of them is always s_point, as follows: 

 For the electrodes a) and b), the two lines are described with equation (5.27) 

and both have parameter t equal to „-„. In this case, s_point is the point with 

greater y co-ordinate. In case a) in figure 5.8 it is P3, and in case b) it is P2 (as 

stated above, P1 can never be s_point).  

 For the electrodes c) and d), the two lines are described with equation (5.27) 

and both have parameter t equal to „+„. Again, s_point is the point with 

greater y co-ordinate, which in case c) in figure 5.8 is P3, and in case d) it is 

P2. 

 For the electrodes e) and f), the two lines are described with equation (5.27), 

with one of them having parameter t equal to „+‟, the other having t equal to 

„-„, and with x co-ordinate of P1 being either greater than or less than x co-

ordinates of both P2 and P3. As in previous four cases a) thorugh d), s_point 

is the point with greater y co-ordinate, which in case e) in figure 5.8 is P3, 

and in case f) it is P2. 

  For the electrodes g) and h), the two lines are described with equation 

(5.27), with one of them having parameter t equal to „+‟, the other having t 

equal to „-„, and with y co-ordinate of P1 being either greater than or less than 

y co-ordinates of both P2 and P3. Here, s_point is the point with greater x co-

ordinate. In both of these cases in the figure, s_point is P2. 

 The electrodes i) thorugh l) are quarters of a circle, with one of the two lines 

described with equation (5.28) and the other with equation (5.29). One of the 

points P2 and P3 has x co-ordinate equal to x co-ordinate of P1, while the 

other point has y co-ordinate equal to y co-ordinate of P1. The point that has 

x co-ordinate equal to x co-ordinate of P1 is taken as s_point. In cases i), j), 

k) and l) in the figure, these points are P2, P3, P3 and P2, respectively. 

 The electrodes m) to t) have one line described with equation (5.27) and the 

other line described with either equation (5.28) or (5.29). One of the points 

has either x co-ordinate equal to x co-ordinate of P1 (if one of the lines is 

described with equation (5.28)), or y co-ordinate equal to y co-ordinate of P1 

(if one of the lines is described with equation (5.29)). We always take the 
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other point to be s_point, i.e. the one that does not have any of the co-

ordinates equal to any of the co-ordinates of P1. For the electrodes m) to t), 

s_point is P2, P2, P3, P3, P2, P2, P3 and P3, respectively.  

  

Figure 5.10. Example of a circular electrode 

An example of a circular electrode specification is given in figure 5.10 with 

the following points: P1 (10, 10), P2 (15, 20) and P3 (20, 15). The two lines of the 

triangle are described with equation (5.27) and both have parameter t equal to „+„. It 

is apparent from the figure that this electrode corresponds to the electrode c) in 

figure 5.8. The s_point parameter corresponds to P2, because the y co-ordinate of P2 

is greater than the y co-ordinate of P3. 

5.2.16. Function create_electrical_problem 

Inputs to the function:  

 The array of electrodes (electrode *electrodes) and the number of electrodes 

(int numElectrodes), 

 The array of boundaries of electrical problem (boundary *boundsEl) and the 

number of those boundaries (int numBoundsEl), 

 meshDistances_fbrlud, 

 The arrays of co-ordinates of the mesh points (float *x, float *y, float *z), 

 The arrays of mapping the indexes between the electrical and the thermal 

problem (int *index_El_Th) and the thermal and the electrical problem (int 

*index_Th_El), 

 The arrays of mesh lines (float *xMeshLines, float *yMeshLines, float 

*zMeshLines),  
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 The specification of the area of the electrical problem (float xMinEl, float 

xMaxEl, float yMinEl, float yMaxEl, float zMinEl, float zMaxEl),  

 The number of mesh points in the electrical problem (int numPointsEl), and 

 The array of the potentials (float *voltages), 

Output from the function:  

 The array describing the type of the point in the electrical problem (char 

**type_El), 

 The indexes of  the points surrounding any given point in the electrical 

problem (int **indexF_El, int **indexB_El, int **indexR_El, int 

**indexL_El, int **indexU_El, int **indexD_El), 

 The potential coefficients of the points, used for weighted calculation of real 

and imaginary components of the potential by using the finite different 

method (float **potential_coefficients_fbrlud),  

 The arrays of real and imaginary components of the potential in any given 

point in the electrical problem (float **potential_i, float **potential_j), and 

 The arrays of real and imaginary components of the electric field in any 

given point in the electrical problem (float **field_i, float **field_j) and the 

field‟s root mean square (RMS) value (float **rmsField). 

Description: 

This is the main function that builds the electrical problem for the potential 

and the electric field calculation. The main idea behind this function is to build a 

structure that will allow the potential calculation through solving the differential 

equation for the potential using the finite difference method. For this calculation, it 

is required to calculate the potential gradient in all of the mesh points, and for this 

we need to know the indexes of the six points surrounding the given point in all six 

directions. These surrounding points are noted as F (front), B (back), R (right), L 

(left), U (up), and D (down). This naming convention is described with more details 

in section 5.2.9., together with the function create_mesh_distances. As with the 

mesh distances in the aforementioned function, if the given point lies at the edge of 

the electrical problem and does not have an adjacent point in any of the six 

directions, the corresponding index will have a value of -1.  

The function starts with dynamic allocation of memory for all of the output 

arrays listed above, under “Outputs from the function”. The allocated memory is 
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checked, and if any of the allocations was unsuccessful, the program will error out 

and throw a message to the user that the system memory is insufficient for this 

simulation. Obviously, apart from telling the user that the problem is too large for 

the computing system, dynamic allocation has another advantage when compared to 

the static memory allocation: the size of the problem does not need to be known in 

advance, and the program will still allocate just enough memory for the calculation, 

without wasting memory space if the size of the problem differs significantly from 

the predefined statically allocated memory. 

After the successful memory allocation, the function proceeds with building 

the array of types of the points in the electrical problem. As stated in section 5.2.12., 

a point can be of one of the following types: „O‟ (outside of the problem 

boundaries), „E‟ (on an electrode), „N‟ (on a Neumann boundary), „D‟ (on a 

Dirichlet boundary), „B‟ (on both Neumann and Dirichlet boundaries, i.e. on the 

intersection of two boundaries of a different type), and „I‟ (inside of the electrical 

problem, not on any boundary or electrode). The function create_electrical_problem 

actually uses the function find_type described in the section 5.2.11., to resolve the 

type of the point in question. The type of a point dictates how the voltage and the 

electric field will be calculated at the point, and this function also initializes the 

voltage array for those points that lie on a Dirichlet boundary or on an electrode, 

because the voltage at this points is obviously constant throughout the simulation. If 

a point lies on both a Neumann and a Dirichlet boundary, it will have a constant 

value of the boundary condition of the corresponding Dirichlet boundary. The 

potential in all of the „I‟ and „N‟ points is initialized to zero, and it will be calculated 

later on using the finite difference method. The electric field in all of the points in 

the electrical problem is also initialized to zero.  

It is important to initialize the unknown potential values to zero, because it 

will help the algorithm to converge to a final solution quicker. Generally speaking, 

when new variables are declared in a C++ program, they have random values before 

they are initialized. These random values can be way off the final solution of the 

potential, and hence the overall run time can be significantly worsened. It is 

practically impossible to envisage the situation in which the random values in the 

declared and not initialized variables would help the convergence more than 

initialization to zero of the unknown values of the potential.  
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After the array of types has been built and the arrays of potential and electric 

field preset to the initial solution, the function builds the structure of the electrical 

problem, namely the arrays **indexF_El, **indexB_El, **indexR_El, **indexL_El, 

**indexU_El, and **indexD_El. These arrays define the connectivity of the electric 

problem and allow the program to quickly find the surrounding points of any given 

point, once the electric problem has been built. The algorithm to find the 

surrounding points is largely based upon the functions find_index_forward and 

find_index_backward. These functions take two adjacent points that differ in only 

one co-ordinate (for example, their x and y co-ordinates are equal and their z co-

ordinate differs by one distance between the mesh lines), and based on the index of 

one of the points, they calculate the index of the other point, by moving backward or 

forward and calculating the number of points they passed in the process of moving 

from one point (the known one) to the other one (with the unknown index). 

Performing such a search for any given point in the electrical problem is costly by 

means of the run time, but is necessary to build the connectivity between the points. 

By storing the indexes of the adjacent points for any given point, this search needs to 

be done only once.  

During the same iteration that goes through all of the points and builds the 

connectivity, the so called potential coefficients are also calculated for any given 

point for which the potential is not constant (i.e. the point is either of a type „B‟ or 

„I‟). These coefficients are used in the finite difference method to account for the 

non-uniform mesh distances between a point and its neighbours.  

5.2.17. Function create_thermal_problem 

Inputs to the function:  

 The array of electrodes and the number of the electrodes (electrode *elecs, 

int numElecs), 

 The array of boundaries of the thermal problem, and the number of those 

boundaries (boundary *boundsTh, numBoundsTh), 

 Float *meshIndexes_fbrlud, 

 The arrays of co-ordinates of the mesh points (float *x, float *y, float *z), 

 The arrays of mesh lines (float *xMeshLines, float *yMeshLines, float 

*zMeshLines),  
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 The dimensions of the thermal problem (float xWidth, float yWidth, float 

zWidth), 

 The area of the thermal, i.e. minumum and maximum x, y, and z co-ordinates 

(float xMinTh, float xMaxTh, float yMinTh, float yMaxTh, float zMinTh, 

float zMaxTh), and  

 The number of points in the thermal and electrical problems (int 

numPointsTh, int numPointsEl, respectively). 

Output from the function:  

 The array describing the type of the point in the thermal problem (char 

**type_Th), 

 The indexes of  the points surrounding any given point in the thermal 

problem (int **indexF_Th, int **indexB_Th, int **indexR_Th, int 

**indexL_Th, int **indexU_Th, int **indexD_Th), 

 The potential coefficients of the points, used for weighted calculation of the 

temperature (float **temperature_coefficients_fbrlud),  

 The arrays of the temperature values in the current and the previous iteration 

(float **temperature, float **temperature_prev),  

 The values of conductivity, permittivity, and thermal conductivity in any 

given mesh point (float **conductivity, float **permittivity, float 

**thermal_conductivity), and 

 The switch indicating if the microelectrodes are treated as transparent for the 

temperature distribution calculation, or not (int elThermTrans). 

Description: 

This is the main function that builds the thermal problem for the temperature 

distribution calculation. Similar to the function create_electrical_problem, this 

function builds a structure for temperature calculation through solving the 

differential equation for the temperature using the finite difference method. To 

calculate temperature in any given mesh point, we need to know the indexes of the 

six points surrounding the given point in all six directions. Similar to building the 

electrical problem, we again use six arrays of indexes denoted with the letters F 

(front), B (back), R (right), L (left), U (up), and D (down). We do not use the same 

arrays of indexes as in the electrical problem, because the dimensions of the thermal 

and electrical problem are not necessarily the same.  
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The function starts with dynamic allocation of memory for all of the output 

arrays listed above, under “Outputs from the function”. The allocated memory is 

checked, and if any of the allocations was unsuccessful, the program will error out 

and print the message onto the screen that the system memory is insufficient for this 

problem. If the memory allocation was successful, the function proceeds with 

building the array of types of the points in the electrical problem. As stated in 

section 5.2.11., a point can be of one of the following types: „O‟ (outside of the 

problem boundaries), „E‟ (on an electrode), „N‟ (on a Neumann boundary), „D‟ (on a 

Dirichlet boundary), „B‟ (on both Neumann and Dirichlet boundaries, i.e. on the 

intersection of two boundaries of a different type), and „I‟ (inside of the thermal 

problem). Again, the type of a point dictates how the temperature will be calculated 

at that point. The function also initializes the voltage array for those points that lie 

on a Dirichlet boundary, because the temperature in those points is constant 

throughout the simulation. If a point lies on both a Neumann and a Dirichlet 

boundary, it will have a constant value of the boundary condition of the 

corresponding Dirichlet boundary. The temperature in all of the „I‟ and „N‟ points is 

initialized to zero, and it will be calculated by using the iterative finite difference 

method.   

After the array of types has been built and the temperature values preset to 

the initial solution, the function builds the structure of the thermal problem, namely 

the arrays **indexF_El, **indexB_El, **indexR_El, **indexL_El, **indexU_El, 

and **indexD_El. As described above, these arrays define the connectivity of the 

thermal problem and allow us to quickly find the surrounding points of any given 

point, once that the thermal problem has been built. The process of building these 

arrays is exactly the same as in the case of the electrical problem (see section 5.2.16, 

function create_electrical_problem). 

5.2.18. Function calculate_potential  

Inputs to the function:  

 The specification of material interfaces (float **materialInterface),  

 The arrays of co-ordinates of the mesh points (float *x, float *y, float *z), 

 The frequency of the applied voltage (float freq), 
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 The arrays of conductivity and permittivity values in all of the mesh points 

(float *conductivity, float *permittivity),  

 The array of indexes (float *meshIndexes_fbrlud),  

 The indexes of  the points surrounding any given point in the electrical 

problem, for both real and imaginary potential calculation (int *indexF_El_i, 

int *indexB_El_i, int *indexR_El_i, int *indexL_El_i, int *indexU_El_i, int 

*indexD_El_i, int *indexF_El_j, int *indexB_El_j, int *indexR_El_j, int 

*indexL_El_j, int *indexU_El_j, int *indexD_El_j), 

 The potential coefficients of the points, used for weighted calculation of real 

and imaginary components of the potential by using the finite difference 

method (float **potential_coefficients_fbrlud),  

 The array of characters denoting the material in question in the electrical 

problem mesh points (char *material), and  

 The array describing relations between the mesh points in the electrical and 

thermal problems (int *index_El_Th). 

Outputs of the function:  

 The array of electric potential values in all of the mesh points for both real 

and imaginary potential values (float *potential_i, float *potential_j). 

Description: 

This function calculates the electric potential in any given point in the 

electrical problem by solving equation (5.1) using the finite difference method. The 

method has been described with more details in section 5.1. It is important to 

remember that the electric potential is, in general, a complex value. Also, the values 

for the conductivity and permittivity are not constant in the three dimensional space, 

as they are temperature dependent, and the temperature profile varies with the non-

uniform electric field. Hence, equation (5.1) can be further expanded into:  

      0 irir iii              (5.30) 

Here, indexes r and i denote the real and imaginary parts of the complex potential, 

respectively. By further expansion and by separating the real and imaginary parts of 

equation (5.30), which are both equal to zero, the following set of equations is 

obtained:  
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    0 ir              (5.31a) 

    0 ri              (5.31b) 

In this way, the problem for calculating the complex value of the electric potential 

has been represented by the set of two equations with two unknowns. These 

equations can be written in the finite difference form as:  

  
k k

ikkirkkr 00000            (5.32a) 

  
k k

rkkrikki 00000            (5.32b) 

Here, the index 0 denotes the mesh point in question for which the potential is 

calculated, and the index k denotes the surrounding mesh points. There are six 

surrounding mesh points in the three-dimensional problem (two points per direction 

x, y, and z). By combining equations (5.32a) and (5.32b), the real and imaginary 

potential can be separated as:  
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If the sums in equations (5.33a) and (5.33b) are represented as S1 and S2, and the 

inverse of the term in the bracket on the left hand side of the equation as C, the 

following equations are final for the real and imaginary potential calculation using 

the final difference method:  

10 * SCr                (5.34a) 

20 * SCi                (5.34b) 

These equations are solved by using the iterative process. In each iteration the 

potential (real and imaginary part) is calculated by using the following formula:  
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 )1(*)1()( 000  nSCnn              (5.35) 

Here, υ0(n) represents the new value of potential, and υ0(n-1) represents the value in 

the previous iteration. The value Ω is the convergence factor or acceleration factor, 

and it was set to 1.85, as a rule of thumb. In theory of iterative solutions for finite 

difference method, this factor can take any value that satisfies the constraints 0 < Ω 

< 1 or 1 < Ω < 2. The value of 1.85 was obtained through experimentation with 

different values. Equation (5.35) is used in the same manner for calculating the real 

and imaginary values of the potential, by utilizing equations (5.34a) and (5.34b). In 

each iteration the potential distribution is getting closer to the final solution, but it 

never reaches it. The program will perform as many iterations as needed to reach the 

exit criterion. The exit criterion indicates that the difference between two successive 

iterations has to be less than some predefined value in all of the mesh points in the 

electrical problem. When this criterion is satisfied, the assumption is that the current 

solution is sufficiently close to the real solution.  

5.2.19. Function calculate_field 

Inputs to the function:  

 The number of points in the electrical problem (int numpointsEl), 

 The array describing types of the mesh points in the electrical problem (char 

*type_El),  

 The array describing material properties of the whole structure (char 

*material),  

 The array of indexes (float *meshIndexes_fbrlud),  

 The array describing relations between the mesh points in the electrical and 

thermal problems (int *index_El_Th),  

 The array of electric potential values in all of the mesh points (float 

*potential), and 

 The indexes of the points surrounding any given point in the electrical 

problem (int **indexF_El, int **indexB_ El, int **indexR_ El, int 

**indexL_ El, int **indexU_ El, int **indexD_ El). 

Output from the function:  
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 The array of values of the electrical field in all of the mesh points (float 

*field). 

Description: 

This function calculates the electrical field in a mesh point, and stores these 

values in the array called field. The function is called twice within the main 

program: once with the real potential array potential_i to calculate the real electrical 

field field_i, and once with the imaginary potential array potential_j to calculate the 

imaginary electrical field field_j. These two arrays (field_i and field_j) are then used 

for calculation of RMS of the electrical field.  

The function calculates the field by using the following algorithm: it goes 

through all of the mesh points and checks their types, and based on the type of the 

point, the types of the surrounding points, the boundary type etc., it calculates the 

electric field value for the mesh point in question.  

 The electric field value in the mesh point is calculated by using the 

electric potential values of all surrounding mesh points and the distances 

to those points as defined in the array meshIndexes_fbrlud. In this case, 

the electric potential value in the given mesh point is taken as a linearly 

interpolated value based on the surrounding mesh points. The field 

components are calculated by using the following equations:  
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 If a mesh point is of a type „E‟ (i.e. it resides on the microelectrode), one 

field component is always non-zero. Only one additional component 

might be non-zero (we are observing strictly rectangular mesh), if the 

mesh point resides on the boundary of the electrode. Thus, the electrical 

field in the mesh point is calculated based on the type of the surrounding 

points. 
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 If a mesh point is of a type „D‟ (Dirichlet boundary), the field component 

perpendicular to the boundary is calculated by using only the potential and 

the mesh distance of the point which lies inside the electrical problem. 

This point‟s “mirror” point is neglected, as it does not reside in the 

electrical problem and therefore its electric potential value is not known.  

 If a mesh point is of a type „N‟ (Neumann boundary), the field component 

perpendicular to the boundary is zero by default (according to the 

definition of the Neumann boundary).  

5.2.20. Function calculate_rms_field 

Inputs to the function:  

 The number of points in the electrical problem (int numpointsEl), and 

 The arrays of values of the real and imaginary electrical field components 

(float *field_i, float *field_j). 

Output from the function:  

 The array of the RMS values of the electrical field in all of the mesh points 

(float *rmsField). 

Description: 

This function calculates the RMS value of the electrical field in all of the 

mesh points in the electrical problem. Since all of the values of the electrical field 

are already calculated by using the function calculate_field (both the real and 

imaginary componenets), the RMS value of the field is simply calculated as follows:  

22

jiRMS EEE                 (5.39) 

Here, Ei and Ej are the real and imaginary componenets of the field, respectively, 

and ERMS is the RMS value of the field.  

5.2.21. Function calculate_field_components 

Inputs to the function: 

 The array of voltages applied to the microelectrodes (float *currentVoltages),  

 The array describing types of the mesh points in the electrical problem (char 

*type_El),  
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 The array describing material properties of the whole structure (char 

*material),  

 The array of indexes (float *meshIndexes_fbrlud),  

 The array describing relations between the mesh points in the electrical and 

thermal problems (int *index_El_Th),  

 The array of electric potential values in all of the mesh points (float 

*potential), and 

 The indexes of  the points surrounding any given point in the electrical 

problem (int **indexF_El, int **indexB_ El, int **indexR_ El, int 

**indexL_ El, int **indexU_ El, int **indexD_ El). 

Outputs from the function:  

 The array of values of the electrical field in all of the mesh points (float 

*field), 

 The array of values of the electrical field components in all of the mesh 

points (float **fieldComponents; the same array stores the values for x, y, 

and z components), and 

 The array of values of the gradients of the electrical field components in all 

of the mesh points (float **gradFieldComponents; again, the same array 

stores the values for x, y, and z components). 

Description: 

This function takes as arguments the potential in all of the mesh points of the 

electrical problem, as well as the physical data regarding the mesh and the 

boundaries. It then calculates the electric field components in all of the points, the 

electrical field strength, and the electric field components gradients.  

Similar to the previously described function calculate_field, this function 

also calculates the field of the boundary points based on the type of the boundary 

they are residing on, as not all of the points surrounding the point in question are 

inside the electrical problem. In other words, their potential value is unknown. 

However, the function still uses the same set of variables to calculate the electrical 

field for a given point, even if the point lies on a boundary. For example, if the point 

left to the point in question lies outside the electrical problem, the function will set 

the potential value of that point to be the same as the potential of the point at the 

right of the point in question (if the boundary in question is of Neumann type), or to 
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have the same absolute value, but the opposite sign (if the boundary in question is of 

Dirichlet type).  

If we take into account the above, the y component of the electrical field is 

given as:  
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                 (5.40) 

The same procedure applies if the boundary lies in one of the other two 

planes (in that case, Fx or Fz would be calculated by setting the potential of the 

point outside the problem to an already calculated value).  

To calculate the gradient of the field components, we need to know the 

potential in all of the points surrounding the point in question – the same as in the 

electric field calculation. Again, for boundary points the function assigns a known 

value to the surrounding points outside the problem boundaries.  

5.2.22. Function create_electrical_problem_files 

Inputs to the function:  

 The arrays of values of both real and imaginary components of electric 

potential (float *potential_i and float *potential_j, respectively), 

 The arrays of values of both real and imaginary components of electric field  

(float *field_i and float *field_j, respectively), 

 The arrays of values of x, y, and z components of both real and imaginary 

components of electric field  (float *field_i and float *field_j, respectively), 

 The array of values of electric field RMS (float *rmsField), 

 The array of values of the voltages applied to the electrodes (float 

*currentVoltages), 

 The indexes of  the points surrounding any given point in the electrical 

problem, for both of the electrical problems solving the equations for the real 

and imaginary components of electric potential (int *indexF_El, int 

*indexB_El, int *indexR_El, int *indexL_El, int *indexU_El, int 

*indexD_El, int *indexF_El_j, int *indexB_El_j, int *indexR_El_j, int 

*indexL_El_j, int *indexU_El_j, int *indexD_El_j), 

 The arrays of co-ordinates of the mesh points (float *x, float *y, float *z), 
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 The array of electrodes and the number of the electrodes (electrode *elecs, 

int numElecs), 

 The array of boundaries of electrical problem for both of the electrical 

problems solving the equations for the real and imaginary components of 

electric potential, and the number of those boundaries (boundary *boundsEl, 

boundary *boundsEl_j, numBoundsEl), 

 The arrays of mesh lines (float *xMeshLines, float *yMeshLines, float 

*zMeshLines),  

 The specification of the area of the electrical problem (float xMinEl, float 

xMaxEl, float yMinEl, float yMaxEl, float zMinEl, float zMaxEl),  

 The number of mesh points in the electrical problem (int numPointsEl), and 

 The array of relative indexes between the mesh points in the electrical and 

thermal  (int **index_El_Th). 

Output from the function:  

 The files with the following physical quantities per mesh point: 

o The real and imaginary values of electric potential, 

o The real and imaginary components of the electric field, 

o x, y, and z components of the real and imaginary electric field 

components, 

o RMS value of electric field, and 

o The real and imaginary components of the field used in the 

calculation of dielectrophoretic force on particles. 

Description: 

This function creates several files with the values of electric field and 

potential in any given mesh point of the problem. These files are created for two 

reasons. Firstly, the electrical potential and field distribution do not depend on the 

actual particles subjected to the DEP force, but only on the shapes and dimensions 

of the microelectrodes and the channel. Hence it is not necessary to calculate the 

field distribution every time we want to calculate the DEP force on different 

particles within the same system of microelectrodes. It is sufficient to calculate the 

field distribution once and store the values in the files on the hard disk, and when we 

want to reuse those values for calculating the DEP force on a different kind of 

particles, we can simply load these files into the program. The second reason for 
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storing the values into the files is to graphically show the distribution of the electric 

field and potential distributions. For this, we can use any program with two- or 

three-dimensional plotting capabilities, such as Matlab. Graphical representations of 

these physical values is very useful, as we can quickly and easily draw the first 

conclusion about the capabilities of our system of microelectrodes to move the 

particles around by using the DEP effect. 

This function simply takes all of the abovementioned arrays of the electric 

field and potential values, and tries to open the corresponding files for writing. If 

successful, it goes through all of the points in the electrical problems, and stores the 

values into the files. 

5.2.23. Function create_thermal_problem_files 

Inputs to the function:  

 The arrays of temperature values in all of the points in the thermal problem 

(float *temperature), 

 The arrays of values of electrical conductivity and permittivity in all of the 

points in the thermal problem (float *conductivity and float *permittivity, 

respectively), 

 The arrays of values of thermal conductivity in all of the points in the 

thermal problem (float *thermal_conductivity), 

 The arrays of co-ordinates of the mesh points (float *x, float *y, float *z), 

 The arrays of mesh lines (float *xMeshLines, float *yMeshLines, float 

*zMeshLines),  

 The array of characters describing the material in the mesh point in question 

(char *material). 

Output from the function:  

 The files with the following physical quantities per mesh point: 

o Temperature (temperature.txt), 

o Electrical conductivity and permittivity (conductivity.txt and 

permittivity.txt, respectively), and 

o Thermal conductivity (thermal_conductivity.txt). 

Description: 
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This function creates several files with the values of temperature, thermal 

conductivity, and electrical conductivity and permittivity in all of the mesh points in 

the thermal problem. These files are primarily used to visualize these physical 

values for better understanding on the electrical field and temperature distributions.   

5.2.24. Function calculate_cond_perm 

Inputs to the function:  

 The total number of points in the thermal problem (int numPointsTh), 

 The arrays of temperature values in all of the points in the thermal problem 

(float *temperature), 

 The arrays of co-ordinates of the mesh points (float *x, float *y, float *z), 

 The array of characters describing the material in the mesh point in question 

(char *material), and 

 The array describing the points on the interface between the two materials 

(i.e. the boundary of the electrical problem, which would typically be the 

glass-liquid interface; float *materialInterface). 

Output from the function:  

 The arrays of values of electrical conductivity and permittivity in all of the 

points in the thermal problem (float *conductivity and float *permittivity, 

respectively), 

 The arrays of values of thermal conductivity in all of the points in the 

thermal problem (float *thermal_conductivity), 

Description: 

This function calculates electrical conductivity and permittivity and thermal 

conductivity in all of the points in the thermal problem. These properties depend on 

the temperature at the point in question. There are predefined functions to be used 

for calculating these properties. For each material in the system, a separate function 

can be written to accommodate for the different parameters in the equation.  

5.2.25. Function calculate_temperature_maxerror 

Inputs to the function:  

 The total number of points in the thermal problem (int numPointsTh), and 
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 The arrays of values of temperature in all of the points in the thermal 

problem, in the current and the previous iteration of the temperature 

calculation (float *temperature and float *temperature_prev, respectively). 

Outputs of the function:  

 The maximum difference in the values of temperatures between two 

consecutive iterations in the same mesh point (float 

&temperature_maxerror), and 

 The maximum temperature in the system (float &max_temperature). 

Description: 

This function takes as a parameter the number of mesh points in the thermal 

problem and the arrays of temperatures in the thermal problem in the current and the 

previous iteration. It then goes through all of the points and calculates the maximum 

difference per point between the two iterations for the entire system. This value is 

used to control when the program will stop iterating, i.e. it will converge on the final 

solution for the electric potential distribution within the electrical system. When the 

difference between the two iterations in all of the points is less or equal than the 

specified maximum error allowed, the program stops converging towards the 

solution and the acceptable accuracy is assumed to be achieved.  

Apart from calculating the maximum temperature difference between the two 

iterations, the function also reports the maximum temperature in each iteration. This 

value is not used for further calculations, but rather for a user to observe the trend of 

the temperature of the system and sanity check.  

5.2.26. Function calculate_grad_rms_field 

Inputs to the function:  

 The total number of points in the electrical problem (int numPointsEl),  

 The array of RMS of the electric field (float *rmsField),  

 The array of indexes (float *meshIndexes_fbrlud),  

 The indexes of  the points surrounding any given point in the electrical 

problem (int **indexF_El, int **indexB_ El, int **indexR_ El, int 

**indexL_ El, int **indexU_ El, int **indexD_ El), 

 The array describing relations between the mesh points in the electrical and 

thermal problems (int *index_El_Th), and 
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 The arrays of co-ordinates of the mesh points (float *x, float *y, float *z). 

Outputs of the function:  

 This function does not produce any variables as an output, but rather stores 

the caluclated data in the files. There are four files generated with the 

function:  

o grad_rms_field_x.txt 

o grad_rms_field_y.txt 

o grad_rms_field_z.txt 

o grad_rms_field.txt 

The following text describes the files in more detail.  

Description: 

This function calculates the gradient of the RMS values of the electric field 

in all of the points in the electrical problem. There are essentially four values that are 

calculated: the x, y and z components of the gradient, and the magnitude of the 

gradient (i.e. the root of the sum of the squares of the three aforementioned 

components).  

During the iterative process that goes through all of the mesh points, the 

function looks at the adjacent points to the point for which the calculation is being 

performed. For example, if the x component of the gradient is being calculated, the 

algorithm looks at the two adjacent points of the point in question on the x axis. If 

the mesh point is not at the boundary, the gradient component is simply calculated 

by adding the distances of the point in question to the two points, and dividing the 

difference in the electric field RMS value between these two points by that number. 

If the point is at the boundary for the particular axis, the two points that are 

used to calculate the gradient are one adjacent point and the point in question. In 

other words, the difference in electric field RMS values between the point in 

question and that one adjacent point is divided by the distance of the adjacent point 

from the point in question. The same algorithm is used for all the three axis and the 

values are stored in the files mentioned above. The magnitude of the gradient is 

stored in the last file on the list above.  

5.2.27. Function calculate_ temperature 

Inputs to the function:  
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 The total number of points in the thermal problem (int numPointsTh),  

 The array of types of the mesh points in the thermal problem (char 

*type_Th),  

 The potential coefficients of the points, used for weighted calculation of the 

temperature (float **temperature_coefficients_fbrlud),  

 The indexes of  the points surrounding any given point in the thermal 

problem (int **indexF_Th, int **indexB_Th, int **indexR_Th, int 

**indexL_Th, int **indexU_Th, int **indexD_Th),  

 The arrays of co-ordinates of the mesh points in the thermal problem(float 

*xTh, float *yTh, float *zTh),  

 The arrays of electrical conductivity (float *conductivity) and thermal 

conductivity values (float *thermal_conductivity) in the mesh points of the 

thermal problem,  

 The array of values of the electric field RMS (float *rmsField), and  

 The arrays of mapping the indexes between the electrical and the thermal 

problem (int *index_El_Th) and the thermal and the electrical problem (int 

*index_Th_El). 

Outputs of the function:  

 The array of temperature values in the mesh points of the thermal problem 

(float *temperature).  

Description: 

This function calculates temperature in all of the mesh points in the thermal 

problem. Temperature is calculated similar to electric potential, by using the finite 

difference method to solve the partial differential equation given by equation (5.2). 

Similar to equation (5.35), the new temperature in a mesh point is calculated based 

on the previous iteration and the current summation of the temperatures in all of the 

surrounding mesh points, multiplied by a factor that depends on the mesh distances 

between the adjacent points and the convergence factor applied in the equation 

(similar to Ω in equation 5.35). Similar to the algorithm for the electric potential 

calculation the iterative process stops when the difference between two successive 

iterations is smaller than some pre-defined value in all of the mesh points.  

5.2.28. Function calculate_grad_temperature 
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Inputs to the function:  

 The total number of points in the thermal problem (int numPointsTh),  

 The array of temperature values in the thermal problem (float *temperature),  

 The array of indexes (float *meshIndexes_fbrlud),  

 The indexes of  the points surrounding any given point in the thermal 

problem (int **indexF_Th, int **indexB_Th, int **indexR_Th, int 

**indexL_Th, int **indexU_Th, int **indexD_Th), and 

 The arrays of co-ordinates of the mesh points (float *x, float *y, float *z). 

Outputs of the function:  

 The x, y and z components of the temperature gradient (float 

**gradTemperature_x, float **gradTemperature_y and float 

**gradTemperature_z, respectively).   

 Files that store temperature gradients in x, y, and z direction, and the RMS 

value of the temperature gradient in any given point: 

o grad_temperature_x.txt, 

o grad_temperature_y.txt, 

o grad_temperature_z.txt, and 

o grad_temperature.txt. 

Description: 

This function calculates the temperature gradient in all of the mesh points in 

the thermal problem. This gradient is needed for calculation of the 

electrohydrodynamic force on the suspending medium. The temperature gradient is 

calculated in the same manner as the gradient of the RMS electric field, as described 

in the chapter above. Again, the approach is to look at the temperature values in all 

of the surrounding points, and calculate the gradient in the point in question by using 

these values.   

5.2.29. Function calculate_cm_factor 

Inputs to the function:  

 The real part of the medium permittivity, the imaginary part of the medium 

permittivity, the real part of the particle permittivity, and the imaginary part 

of the particle permittivity (float permittivity_medium_i, float 
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permittivity_medium_j, float permittivity_particle_i, and float 

permittivity_particle_j, respectively). 

Outputs of the function:  

 The real and imaginary parts of the Clausius-Mossotti factor (float 

&cm_factor_i and float &cm_factor_j respectively). 

Description: 

This function calculates the real and imaginary parts of the Clausius-Mossotti 

factors from the complex permittivities of the particle and the medium. The equation 

used for this calculation is given by equation (3.16) in chapter 3.  

5.2.30. Function calculate_dep_force_components 

Inputs to the function:  

 The number of points in the electrical problem (int numPointsEl), 

 Electric field flow components (float *fieldComponents_i and float 

*fieldComponents_j), 

 The arrays of co-ordinates of the mesh points (float *x, float *y, float *z), 

 The real and imaginary components of the Clausius-Mossotti factor (float 

cm_factor_i, float cm_factor_j), 

 First order derivatives of the electric field components (float ** fieldx_i_x 

through fieldz_j_z). 

 The real component of the suspending medium permittivity (float 

permittivity_medium_i), and 

 The array describing relations between the mesh points in the electrical and 

thermal problems (int *index_El_Th). 

Outputs of the function:  

 The dielectrophoretic force components in x, y and z directions (double 

**dep_force_1_x, double **dep_force_1_y, double **dep_force_1_z). 

 The output file with the values of the dielectrophoretic force in the mesh 

points, ready for display and analysis in Matlab.  

Description: 

This function calculates the dielectrophoretic force on particles that have a 

spherical shape with radius r. Similar functions can easily be written for any other 
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shape of the particles that can be numerically modeled for the dielectrophoretic 

effect by means of their dipole moment.  

The corner stones for this calculation are the equations (3.5), (3.13) and 

(3.30) from chapter 3. The equation for the dielectrophoretic force can be written in 

the following form: 

 *34Re
2

1
EEfrF CMmDEP


                                                              (5.41) 

Here, εm is the real component of the medium permittivity, r is the particle 

radius, fCM is the Clausius-Mossotti factor, and E is a complex value of the electric 

field (the star denotes the complex conjugate). In equation (5.41), the following 

stands:  
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In other words, E and  can be grouped together to form a 3x3 operator that 

can then be used on the complex conjugate to calculate the dielectrophoretic force. 

The matrix of that operator is given by the following equation:  
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Then, equation (5.42) can be written as:  
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Equation (5.44) is then used in equation (5.41) to calculate the 

dielectrophoretic force on the particles.  
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5.2.31. Function calculate_dep_force_components 

Inputs to the function:  

 Electric field flow components (float *fieldComponents_i and float 

*fieldComponents_j), 

 The arrays of co-ordinates of the mesh points (float *x, float *y, float *z), 

 The frequency of the applied voltage (float freq), 

 The number of points in the electrical problem (int numPointsEl), 

 The array of indexes (float *meshIndexes_fbrlud),  

 The indexes of  the points surrounding any given point in the electrical 

problem, for both real and imaginary potential calculation (int *indexF_El_i, 

int *indexB_El_i, int *indexR_El_i, int *indexL_El_i, int *indexU_El_i, int 

*indexD_El_i, int *indexF_El_j, int *indexB_El_j, int *indexR_El_j, int 

*indexL_El_j, int *indexU_El_j, int *indexD_El_j), and 

 The array describing relations between the mesh points in the electrical and 

thermal problems (int *index_El_Th). 

Outputs of the function:  

 First order derivatives of the electric field components (float ** fieldx_i_x 

through fieldz_j_z). 

Description: 

This function calculates the first order derivatives of the electric field 

components. There are real and imaginary electric fields, and they are three 

dimensional vectors. The components can be denoted as field<M>_<N>, where M 

denotes a direction of the particular component (one of: x, y, and z), and N denotes if 

the particular component is real or imaginary (one of: i and j). For example, fieldz_j 

denotes the component of the imaginary electric field in the z direction.  

The derivatives of these components get an additional label, which denotes 

over which variable the component‟s derivative is calculated. For example, 

fieldz_i_x denotes the derivative over x of the z component of the real part of the 

field. Altogether there are 18 derivatives: there are 6 components of the field (x, y, 

and z of the real and imaginary components), and each one has three derivatives. 

The derivatives are used in the calculation of the dielectrophoretic force as follows.  

The dielectrophoretic force is given by equation (5.41), and the differential 

equation portion of the equation can be substituted by equation (5.44). From the 
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latter, it is apparent that all of the possible combinations of the electric field 

components and the derivatives need to be calculated to numerically solve equation 

(5.41).  

The basic equation for numerical solution of the derivatives is given by the 

following simple equation:  

h

hxfhxf

h

hxfhxf
xf

h 2

)()(

2

)()(
lim)('

0








                           (5.45) 

From this equation it is apparent that the accuracy of the solution depends on 

the mesh density. In other words the smaller the distance between the adjacent 

points, the greater the accuracy. Equation (5.45) is called the central difference 

derivative and is more accurate than the equation for calculating only backward or 

forward differences. More details on these three types of finite differences can be 

found in section 5.1.  

Similarly, the following equations show the second order derivative and the 

general equation for the nth order derivative, respectively:  
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By using equation (5.47), any order of the derivative of the electric field can 

be calculated, in order to account for higher order components of the 

dielectrophoretic force, as suggested by equation (3.2) in chapter 3. These higher 

order components are usually omitted from the calculations, as their impact is often 

negligible.  

This chapter gave an overview of numeric methods for solving partial 

differential equations for electric potential and temperature distribution in the 

system of microelectrodes. An overview of numeric methods was given together with 

the reasons on why the finite difference method was chosen to implement the three 

dimensional program for the simulation. This was followed by the overview of main 

equations that are solved in the program, and the program building blocks. 



 210 

Chapter 6. Results of numerical modelling of dielectrophoresis 

This chapter shows the simulation results of the program described in 

chapter 5. The castellated microelectrodes and travelling wave dielectrophoretic 

array are described as examples of the simulation. The final section in the chapter 

gives the results of the simulation of dependency of the temperature in the channel 

on changes in the conductivity of the suspending medium.  

6.1. Castellated microelectrodes 

Figure 5.1 in section 5.2.1 shows a castellated system of microelectrodes that 

was successfully used for separation of small particles by utilizing the 

dielectrophoretic effect. In this section, this layout of microelectrodes will be used as 

an example of the numerical modelling of the dielectrophoretic effect by using the 

above program. Similar analysis has been done in [200]. For this model, the input 

files used to describe the system are the same as those described in sections 5.2.1 

through 5.2.3.  

 

Figure 6.1a. Real value of the potential 

Figure 6.1 shows the plot for the electric potential distribution, both the real 

and the imaginary components. It is apparent from the figure that the real value 

dominates over the imaginary value. This is expected, as the voltage applied to the 

microelectrodes is strictly real (the imaginary component is equal to zero as there is 
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only one phase of the voltage applied). The imaginary value of the potential is not 

zero due to the non-uniform temperature distribution, which results in the non-

uniform distribution of the conductivity and the permittivity of the suspending 

medium. As described with equation (5.11), this results in the non-zero imaginary 

part of the potential. 

 

Figure 6.1b. Imaginary values of the potential  

 

Figure 6.2. x-component of the real electric field  

The field components can be calculated from the potential distribution using 

equations (5.18) through (5.20). The real components of the field are shown in 
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figures 6.2 through 6.4, and the imaginary components are shown in figures 6.5 

through 6.7. It is apparent from the z axis (which represents the magnitude of the 

field components) that the real field components are stronger than the imaginary 

ones, which is expected, as the imaginary component of the applied voltage is equal 

to zero. 

 

Figure 6.3. y-component of the real electric field  

 

Figure 6.4. z-component of the real electric field 
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Figure 6.5. x-component of the imaginary electric field 

 

 

Figure 6.6. y-component of the imaginary electric field  
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Figure 6.7. z-component of the imaginary electric field component 

The electric field comprising of the real and imaginary components is shown 

in the next three figures. Figure 6.8 shows the real electric field, figure 6.9 shows the 

imaginary electric field and figure 6.10 shows the RMS value of the electric field. It 

is apparent from figure 6.10 that the RMS value of the electric field qualitatively 

(and quantitatively) corresponds to the real electric field component, as it is much 

more dominant than the imaginary component (several orders of magnitude).  

 

Figure 6.8. Real electric field magnitude 
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Figure 6.9. Imaginary electric field magnitude 

 

 

Figure 6.10. RMS value of the electric field 

The following figures show the vector plots of the electric field. Figure 6.11 shows 

the electric field vector in the x-y plane 2 microns above the level of the 

microelectrodes. Figure 6.12 shows the electric field vector in the x-z plane which 

corresponds to y of 22 microns. These plots show the electric field vector point 

away from the microelectrodes, as expected based on the analytical calculation of 



 216 

the electric field direction (the electric field is proportional to the negative gradient 

of the potential distribution).  

 

Figure 6.11. Electric field vector in the x-y plane 2 microns above the microelectrodes 

 

 

Figure 6.12. Electric field vector in the x-z plane (y equals 22 microns) 

Figures 6.13 through 6.16 show the dielectrophoretic force in the system. 

Figure 6.13 shows the magnitude of the force, and figures 6.14 and 6.15 show the 

components in the x and z directions of the dielectrophoretic force.  
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Figure 6.13. DEP force 

 

Figure 6.14. X-component of the DEP force 

From the figures 6.14 and 6.15 it is obvious that the dielectrophoretic effect 

is negative in nature, as the direction of the dielectrophoretic force suggests that the 

particles subject to it would be pushed away from the edges of the microelectrodes 

where the electric field magnitude reaches its maximum. This effect can also be seen 

in figure 6.16, which shows the direction of the dielectrophoretic force vector is 

going from the edge of the microelectrodes outwards.  
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Figure 6.15. Z-component of the DEP force 

 

Figure 6.16. Z-component of the DEP force 

6.2. Traveling wave dielectrophoretic array 

This section shows the simulation of dielectrophoresis in a travelling wave 

dielectrophoretic field. The layout of microelectrodes is shown in figure 6.17. The 

four-phase voltage is applied to the microelectrodes, as shown in the figure.  
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Figure 6.17. Layout of microelectrodes for the travelling wave field 

 The rectangle highlighted in figure 6.17 shows the area for which the 

modelling has been done. This appears to be the smallest area in the array of 

microelectrodes that can have its boundary conditions fully defined in terms of 

Neumann and Dirichlet boundary conditions, for both real and imaginary 

components of the electric potential. Figures 6.18 and 6.19 show the boundary 

conditions for the electrical and thermal problems. The system consists of the 

suspending liquid enclosed by two layers of glass, the bottom one being the base for 

the electrode fabrication and the top one being the cover slip. The bottom of the 

structure is arbitrarily placed at z = 0. The temperature in the planes z = 0 and z = 

1200 μm is assumed to be equal to 300 K and these are represented as the Dirichlet 

boundary conditions for the thermal problem [199, 247]. The electrodes are omitted 

from the calculation in the thermal problem modelling, because they are assumed to 

have negligible thermal resistance in the z direction [199]. For the electrical 

problem, the potential distribution may be solved for the entire structure shown in 

figure 6.18, including the glass. However, if the conductivity and permittivity of the 

liquid are much greater than the conductivity and permittivity of glass, only the 

liquid can be included in the electrical problem, with the boundary conditions at the 

liquid-glass interface as shown in figure 6.19 [154].  
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Figure 6.18. Electrical and thermal boundary conditions, z direction                     

 

Figure 6.19. Electrical boundary conditions, the plane of the electrodes     

For the thermal problem, Neumann boundary condition for the temperature is 

set on all four boundaries in figure 6.19. The top left corner is assigned x = 0 and y = 

0. The frequency of the voltage is 1 MHz.  

The potential distributions for φR and φI are shown in figures 6.20 and 6.21, 

respectively, in the plane 2 μm above the plane of the electrodes.  
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Figure 6.20. Real part of potential φR [V], z = 1002 μm                            

 

Figure 6.21. Imaginary part of potential φI [V], z = 1002 μm  

Figure 6.22 shows ERMS in the plane 2 μm above the plane of the 

microelectrodes. Figure 6.23 shows ERMS in plane x = 25 μm, for the entire liquid, 

from z = 1000 μm to z = 1050 μm. As expected, the peaks of the electrical field are 

at the tips of the electrodes. 
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Figure 6.22. RMS value of electric field ERMS [V/m], z = 1002 μm                   

 

Figure 6.23. RMS value of electric field ERMS [V/m], x = 25 μm 

Figures 6.24 and 6.25 show the temperature distribution due to the non-

uniformity of the electrical field. Figure 6.24 shows the temperature distribution just 

above the electrodes, in the plane z = 1002 μm, while figure 6.25 shows the 

temperature distribution in the plane x = 25 μm, for the entire structure shown in 

figure 6.18. 
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Figure 6.24. Temperature [K], z = 1002 μm            

        

Figure 6.25. Temperature [K], x = 25 μm 

As shown in [247], the travelling wave dielectrophoretic force consists of 

two parts which act independently on the particle and the overall force is a mere 

superposition of these two parts. In certain cases, one of them may be equal to zero, 

so it is interesting to observe the particle motion under the influence of the other, 

non-zero component of the force. For instance, if the imaginary part of the Clausius-

Mossotti factor in equation (3.31) is equal to zero or is much smaller than the real 

part, the particle is subjected to the force that depends only on the gradient of ERMS, 

while the second term on the right hand side of the equation may be neglected. 
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Similarly, if the real part of fCM is equal to zero or negligible compared to the 

imaginary part, the first term on the right hand side may be neglected. In this case 

the particle is subjected to the force that depends only on the curl of the cross 

product between the gradients of the imaginary and real parts of the potential. 

The case in which the imaginary part of fCM is assumed zero is shown in 

figures 6.26 and 6.27. The real part of fCM is assumed to be 0.5, and the radius of the 

particle is assumed to be 1 μm. With the real part of fCM being positive, the particle 

is subjected to positive dielectrophoresis. As mentioned in [247], only the force on 

the dipole is taken into account, while the higher order forces have been neglected.   
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            Figure 6.26. DEP force, x = 25 μm    

               

0 10 20 30 40 50
0

5

10

15

20

25

30

35

40

x [µm]

y
 [

µ
m

]

 

Figure 6.27. DEP force, z = 1002 μm 
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Figure 6.26 shows the direction of the force in the plain x = 25 μm, while 

figure 6.27 shows the magnitude of the force in the plain z = 1002 μm. The largest 

arrow in figure 6.27 corresponds to the force of approximately 5e
-10

 N. It can be 

seen that the particle experiences the positive DEP force, as the direction of the 

force is towards the tips of the microelectrodes, where the field is the strongest.  

If the real part of fCM was negative and of the same magnitude, i.e. -0.5, the 

magnitude of the force would be the same and the direction would be opposite to the 

one shown in figures 6.26 and 6.27 (in this case the particle would be subjected to 

the negative DEP force and repelled from the regions of high field strength at the 

electrode tips).   

If we assume that the real-part of the fCM factor is equal to zero and the 

imaginary part is equal to 0.5, the DEP force consists only of the component given 

by the second term on the right-hand side of the equation 3.31. The result is shown 

in figures 6.28 and 6.29. The former shows the direction of the force in the plain x = 

15 μm, while the latter shows the direction of the force in the plain x = 35 μm. 
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Figure 6.28. DEP force, x = 15 μm        

The direction of the force is the same in both figures if the particle is 

levitated more than 10 μm above the electrodes. Figure 6.29 shows that the direction 

of the force does not change with the z co-ordinate if the particle is positioned in the 

gap between the sets of electrodes and not directly above the electrodes. In this case, 

the force always acts in the direction opposite to that of the travelling field 

(assuming that the imaginary part of fCM is positive). If the particle is positioned 
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above the electrodes, the direction of the force depends on the height to which the 

particle is levitated, as shown in figure 6.28. Close to the electrode plane the force 

acts in the same direction as the travelling field, and away from the electrodes the 

force acts in the direction opposite to the field.         
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           Figure 6.29. DEP force, x = 35 μm 

The same behaviour of the force can be derived from Figures 6.30 and 6.31, 

which show the magnitude and the direction of the force in the plane 2 μm and 25 

μm above the electrodes, respectively.  
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Figure 6.30. DEP force, z = 1002 μm   
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In the plane 25 μm above the electrodes, the direction of the force is the same 

in all of the points and the magnitude decreases away from the electrodes, being the 

smallest in the middle of the channel. In the plane 2 μm above the electrodes, both 

the direction and the magnitude depend on the position in the plane. In between the 

electrode sets, the direction of the force is the same as in the plane 25 μm above the 

electrodes, while directly above the electrodes the force acts in the opposite 

direction. The largest arrow in Figure 6.30 corresponds to the force of around 4e
-11 

N, and in Figure 6.31 to the force of around 2e
-12

 N. 
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       Figure 6.31. DEP force, z = 1025 μm 

As already mentioned, in the case where both the real and imaginary parts of 

fCM are not equal to zero and are of comparable absolute values, the total force will 

be the superposition of the two parts – the real one and the imaginary one – as 

shown in equation (3.31). An example of this situation is shown in figures 6.32 and 

6.33. The real part of fCM is assumed to be -0.5, so that the particle is repelled from 

the tips of the electrodes by the influence of negative dielectrophoresis. The 

imaginary part of fCM is assumed to be 0.5.  
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           Figure 6.32. DEP force, x = 15 μm   

Figures 6.32 and 6.33 show the direction of the force in the planes x = 15 μm 

(directly above the electrodes) and x = 35 μm (in between the electrode sets), 

respectively. It can be seen that in this case the particle will be levitated to a certain 

height above the plane of the electrodes and then forced to move along the 

electrodes in the direction opposite to the travelling field. If the imaginary part was 

assumed negative, the translational motion would be in the same direction as the 

travelling field.       
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Figure 6.33. DEP force, x = 35 μm 

The following figures show the logarithm of the ratio of the absolute values 

of the first and the second term on the right hand side of equation (3.31) in the 
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planes x = 15 μm and x = 35 μm, respectively. The real and imaginary parts of fCM 

are assumed to be equal to -0.5 and 0.5, respectively. It can be seen that, depending 

on the height to which the particle is levitated, the dominant part of the DEP force 

given by equation 3.31 can be either given by the first or the second term on the 

right hand side. If we use the following notation: 

|E|)Re(fF
2

CM1


                                                                            (6.1), 

|)ExEx(|)2Im(fF
RICM2


                                             (6.2), 

then the ratio between the first and the second term on the right hand side of 

equation (3.31) is equal to F1/F2.  

 

Figure 6.34. Logarithm of ratio F1/F2 as given with equations (6.1) and (6.2), x = 15 μm                     

 

      Figure 6.35. Logarithm of ratio F1/F2 as given with equations (6.1) and (6.2), x = 35 μm 
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It can be seen that in both cases the first term is dominant in the area less 

than 20 μm above the electrodes plane. Around that area the magnitude of both parts 

is of the same order. Farther above the electrodes plane the second term 

(corresponding to F2) becomes dominant. This behaviour can also be seen in figures 

6.32 and 6.33. As mentioned above, the particle is first levitated under the influence 

of the component of the force given by the first term in equation (3.31), and then 

forced to move along the electrodes under the influence of the component given by 

the second term (when away from the plain of the electrodes). The regions in which 

the first or the second term in the equation dominates depend on the dimensions of 

the electrodes layout (i.e. the gaps between the adjacent and opposite electrodes) and 

the ratio between the real and imaginary part of fCM. For example, if the gap between 

the opposite sets of electrodes remains the same and the gap between the adjacent 

electrodes in the same set doubles, the second term in equation (3.31) will become 

dominant in the planes even closer to the electrodes than 20 μm. That means that the 

particle will be levitated to the smaller height before it starts to move along the 

electrodes. With the careful design of the microelectrodes, its efficiency for the 

separation of different populations of particles can be increased. 

6.3. Impact of medium conductivity on its temperature 

In this section, the impact of increase in the conductivity of the suspending 

medium on its temperature will be described. The castellated microelectrodes 

structure depicted in chapter 5 in figure 5.1 will be taken as an example. The only 

change to that structure, as specified in the input file, is the dimension of the 

problem in z direction, i.e. its height. The overall height of the structure is 1200 

microns, where 600 microns is the thickness of the substrate, 30 microns is the 

height of the microchannel, and 570 microns is the thickness of the lid. The height 

of the problem has been changed to increase the distance between the channel and 

the top and the bottom of the structure, where temperature is constant due to the 

Dirichlet‟s boundary condition for the thermal problem. This should reduce the 

impact of these boundary conditions on the peak temperature in the channel, and 

increase the impact of the heating due to the electric field. 

To model the dependency of the temperature on the medium conductivity 

and permittivity, the following two equations have been taken from [193]: 
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)]300(022.01[  TCT                                                                        (6.3) 

]}300)-(T 10*8.9- 10*6.4[*)300(1{* -63

3000

 T                       (6.4) 

Here, T is the temperature in any given point in the medium, CT is the 

suspending medium conductivity at the temperature of 300 K, ε0 is the permittivity 

of vacuum, and ε300 is the permittivity of the suspending medium at the temperature 

of 300 K. In the simulations, equation (6.4) has all of its parameters constant, while 

in equation (6.3) CT changes from 1 to 80 S/m. For these changes of CT the 

temperature changes are observed in the channel, and consequently there are 

changes in the permittivity, electric field gradient and the magnitude of the 

dielectrophoretic force, as will be shown in the following figures.  
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Figure 6.36. Temperature in z-direction for different values of CT: (a) 1 mS/m, (b) 10 mS/m, 

(c) 20 mS/m, (d) 40 mS/m, (e) 60 mS/m, and (f) 80 mS/m 

Figure 6.36 shows the temperature distribution in the z-direction for different 

values of CT. As stated above, the microchannel lies between 600 and 630 μm. It is 

apparent that the peak temperature always appears right above the electrodes, which 

are located at z = 600 μm. This is expected, as similar results have been presented in 

section 6.2, in figures 6.24 and 6.25. In figure 6.37 the temperature dependence on 

CT is shown such that for every value of CT between 1 and 80 mS/m the temperature 

value is shown at the point 2 microns above the electrode plain. The temperature 
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dependence on CT shows exponential behaviour. In other words, if the conductivity 

of the suspending medium is increased, the temperature of the medium increases 

exponentially. It can also be seen that by increasing CT beyond 80 mS/m, the 

temperature of the medium quickly approaches 100 °C according to the model, so 

that range of CT is omitted from the analysis.  
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Figure 6.37. Temperature dependence on CT in the plain 2 microns above the electrodes  

Figure 6.38 shows the dependency of the medium conductivity on the 

parameter CT. Similar to the temperature dependency, it also shows exponential 

behaviour, increasing rapidly as the value of CT increases. Equation (6.3) suggests 

that the medium conductivity increases with both CT and the temperature. Since the 

temperature increases exponentially with CT, the conductivity shows similar 

behaviour, and hence the curves in figures 6.37 and 6.38 look very similar. On the 

other hand, figure 6.39 shows the dependency of the medium permittivity on the 

value of CT. In this case, as suggested by the equation (6.4), the value of the 

permittivity decreases with CT, since the permittivity decreases when the 

temperature increases, and the temperature increases exponentially with CT, as 

shown in figure 6.37. The curve in figure 6.39 shows inverse exponential behaviour 

and the value of the permittivity falls rapidly with CT as we approach larger values 

of CT.  



 233 

0 0.01 0.02 0.03 0.04 0.05 0.06 0.07 0.08
0

0.05

0.1

0.15

0.2

0.25

0.3

0.35

CT [S/m]

c
o

n
d
u
c
ti
v
it
y
 [
S

/m
]

 

Figure 6.38. Conductivity dependence on CT in the plain 2 microns above the electrodes  
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Figure 6.39. Permittivity dependence on CT in the plain 2 microns above the electrodes  

Figures 6.40 and 6.41 show the dependencies of the gradient of the root 

mean square of the electric field and the magnitude of the dielectrophoretic force on 

CT, respectively. From figure 6.40 it is obvious that the gradient of squared ERMS 

increases almost linearly with CT, while the dielectrophoretic force in figure 6.41 

decreases in a similar way as the medium permittivity in figure 6.39. The decrease in 
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the dielectrophoretic force magnitude can be explained with the help of equations 

(3.23) and (3.31) from chapter 3.   
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Figure 6.40. Dependence of ERMS squared [V
2
/m

3
] on CT in the plain 2 microns above the 

electrodes  
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Figure 6.41. Dependence of the dielectrophoretic force on CT in the plain 2 microns above 

the electrodes 

 It is apparent from equation (3.31) that the dielectrophoretic force depends 

on the medium permittivity, Clausius-Mossotti factor or fCM, and the gradient of the 
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squared value of ERMS. It should be noted that fCM does not change value 

significantly with CT, since it is always defined with the ratio of the conductivities 

and permittivities of the medium and the particles. Here, the assumption is that the 

particles in question are latex spheres with the radius of 1 μm, the frequency of the 

applied voltage is 10 MHz, and the conductivity and permittivity of the particles are 

smaller than the conductivity and permittivity of the medium by one order of 

magnitude [193]. From figure 3.16 and equation (3.2) in chapter 3 it is obvious that, 

with the changes in the medium conductivity and permittivity as described in figures 

6.38 and 6.39, the real and imaginary parts of fCM do not change significantly, which 

is also proven in this simulation. Therefore, if fCM is constant, and if the gradient of 

squared ERMS increases linearly with CT, and if the medium permittivity decreases 

exponentially with CT, it is expected that the magnitude of the dielectrophoretic 

force should also decrease with CT, which is what figure 6.41 suggests. This is due 

to the fact that the decrease in the medium permittivity dominates over the increase 

in the gradient of ERMS squared, resulting in overall decrease of the dielectrophoretic 

force magnitude.  

In conclusion, this section analyzes the effect of increasing the medium 

conductivity on the temperature of the medium and the dielectrophoretic force. 

Several different simulations modelling different conductivity values of the medium 

have been performed and the impact on temperature and dielectrophoretic force has 

been analyzed using Matlab. The results suggest significant increase in the 

temperature of the medium in the microchannel above the microelectrodes, which in 

turn leads to decrease of the dielectrophoretic force due to decrease in the medium 

permittivity.  

This chapter shows the results of the dielectrophoretic effect simulation in 

castellated microelectrodes and travelling wave dielectrophoretic field, by using the 

program described in chapter 5. The results show the distribution of the electric 

potential and temperature within the channel, and the resulting dielectrophoretic 

force magnitude and direction. The final section shows how the temperature of the 

suspending medium changes with the medium conductivity.  
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Chapter 7. Separation of latex spheres by using dielectrophoresis and fluid flow 

This chapter shows the experimental and simulation results of separating two 

populations of latex spheres by using dielectrophoretic force and the drag force 

from the moving liquid. The layout of microelectrodes is the same as the one 

described in chapter 4, which is used in Doctor-on-a-Chip.  

In [201] separation of two latex sphere populations using the 

dielectrophoretic force and the fluid drag force has been performed experimentally, 

and a three-dimensional numerical solution of the separation has been presented as 

well. Microelectrodes of a suitable layout shown in figure 7.1 are used to trap one 

population of spheres, while the other one is dragged away from the electrodes by 

the generated fluid flow.  

 

Figure 7.1. The layout of the electrodes used for particles separation. 

This separation technique is based on the fluid flow fractionation already 

described in chapter 3. Microelectrodes are used to generate the electrical field 

within a closed microchannel, and hence the particles suspended within the liquid 

experience the DEP force. The resulting effect of having two different types of 

forces acting upon the particles can be different, depending on the setup.  

Firstly, it is possible that the frequency of the applied voltage and the 

conductivity of the suspending liquid are adjusted in a way that all of the particles 

experience negative dielectrophoresis and are therefore levitated to a certain height 

above the electrodes plane. The height to which the particles are levitated is the 

height at which the DEP force and the gravitational force on the particles are in 
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balance. Therefore it depends on dielectric properties and mass density of the 

particles, but not the size, because both the DEP force and the gravitational force are 

proportional to the volume of a particle. For the particles separation, the fluid 

motion is generated across the electrodes and the particles are dragged along by the 

flow. The fluid flow profile is parabolic, and the particles experience the strongest 

drag force in the middle of the channel, while the force decreases towards the top 

and the bottom of the channel. The particles experiencing the strongest drag force 

will be the first to leave the microchannel and that results in the particles separation.  

Secondly, a similar technique allows only one population of particles to be 

dragged away from the channel, while the other one remains trapped within the 

channel. This can be achieved with one population of particles being subjected to 

positive dielectrophoresis and the other one to negative dielectrophoresis. The first 

population is then attracted to the electrode tips and immobilised there under the 

influence of the strong DEP force, while the second population is levitated towards 

the middle of the channel and dragged away by the fluid flow.  

Finally, in [201] both populations experience the negative DEP force and are 

therefore levitated above the electrodes. One population of particles experiences the 

strong force that pushes the particles against the top of the microchannel making 

them immobile. For this purpose, the microchannel is made only 10 μm deep. The 

other population is also subjected to the negative DEP force, but the particles leave 

the channel carried away by the liquid, because the DEP force is overcome by the 

drag force. 

In [201], the electrodes are fabricated on the glass slide and the 10 μm thick 

insulating tape is used to form the microchannel, which contains the liquid and the 

particles. The channel is sealed with the glass cover slip. The potential distribution is 

obtained only for the liquid, with Neumann boundary conditions for the potential at 

the interfaces with glass and the insulating tape. This is a good approximation 

because it can be shown that the normal component of the electrical field in the 

liquid is negligible due to the large differences in the conductivity and permittivity 

values between the liquid and the surrounding materials. Double distilled water is 

used as the suspending medium, with the conductivity around 1 μS and the relative 

permittivity around 80. The conductivity of glass is around 10
-10

 S and the relative 

permittivity around 5. The voltage applied to the electrodes is a sine signal with the 
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magnitude of 20 V and the frequency of 6 MHz. This frequency is chosen to 

minimize EHD pumping of the liquid.  

The particles used in the experiment are latex spheres 3 µm and 0.914 μm in 

diameter. For the DEP force calculation, the particles conductivity is modelled as σ 

= 2KS/r where KS is the surface conductance r is the radius of the sphere. The 

relative permittivity of the spheres is taken to be 2.55. The surface conductance is of 

the order of 1-3 nS and it is different for spheres with different radii. In this case 

high accuracy of KS is not necessary, since it has a little impact on the value of the 

Clausius-Mossotti factor. 

The fluid flow profile within the microchannel is given by the following 

Navier-Stokes equation in the low Reynolds number approximation: 

0fup 2 


                                                                               (7.1).  

Here p is the pressure, u is the fluid velocity, and f is the density of the body force 

on fluid. In this case we assume that the electrohydrodynamic force density is 

negligible in equation (7.1). The frequency dependence of this force is such that at 

high frequencies it seizes to be significant. Therefore, the fluid velocity profile is 

given only by the pressure difference. If the pressure gradient is constant along the 

channel in the direction from left to right in figure 7.1, the velocity profile is 

parabolic. The maximum velocity is in the middle of the channel, while at the 

bottom, top and side walls the velocity is equal to zero. The drag force on spherical 

particles of radius r can be calculated from the fluid velocity using the following 

equation:   

ur6Fdrag


                                                                                            (7.2). 

Here η is the viscosity of the fluid. From the observed fluid velocity, we can 

estimate the drag force on the particles and compare it with the calculated DEP 

force. 

The first step towards the calculation of the DEP force on the particles is to 

solve the distribution of the electric potential. The domain for the solution is 

highlighted with the rectangle in figure 7.1, which encloses the three electrodes from 

the bottom set and 30 μm of the top electrode. All the important dimensions are 
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shown in figure 7.2. The bottom left corner is assigned x = 0 and y = 0, the plane of 

the electrodes is assigned z = 0 and the top of the microchannel z = 10 μm. 

 

Figure 7.2. Dimensions of the electrode layout for numerical solution 

Resulting potential distribution is shown in figure 7.3, while figure 7.4 shows 

ERMS. Both of those figures show the results in the plane 2 μm above the electrodes. 

 

Figure 7.3. Potential φ at z = 2 μm      

As expected, the peaks in the electrical field distribution are at the tips of the 

electrodes. Because of the shape of the electrodes, it is difficult to achieve high 

accuracy of the potential distribution with the limited number of mesh points near 

the tips. However, the important events in particle separation are taking place away 

from this region due to negative dielectrophoresis on the particles, so these probable 

inaccuracies are not very important. 
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     Figure 7.4. RMS value of electric field at z = 2 μm 

Figures 7.5 and 7.6 show the magnitude of the DEP force on particles and its 

direction, respectively, in the plane z = 2 μm. As expected, the force is strongest at 

the tips of electrodes and weakest between the electrodes in the bottom set of 

electrodes (in the regions of the smallest gradient of potential). 

 

Figure 7.5. Dielectrophoretic force at z = 2 μm       

Figures 7.5 and 7.6 show the simulation results for the larger particles (3 μm 

in diameter). For the smaller particles, the qualitative distribution of the DEP force 

is exactly the same, and the only difference in magnitude results from different 

particle volumes. The real part of the Clausius-Mossotti factor is of a similar value 
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for both particles. The DEP force on the smaller particles is therefore about 35 times 

weaker than for the larger particles.   

When the particles were introduced in the system of microelectrodes shown 

in figure 7.1, we observed the motion of the liquid from the left hand side towards 

the right. The rate was the same after we have applied the voltage to the electrodes. 

Therefore, the assumption that the electrical body force on the liquid does not play a 

significant role on the liquid movement is reasonable.  
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      Figure 7.6. Direction of the DEP force vector at z = 2 μm 

Figures 7.7.a-d show the sequence of the particles separation using negative 

dielectrophoresis and the fluid flow, as described in the text above. Figure 7.7.a 

shows the particles distribution within the channel before the voltage was applied to 

the electrodes. The dominant force on the particles is the drag force due to the fluid 

motion from left to right, and all the particles are carried away by the fluid at the rate 

of approximately 1 μm/s. It is very difficult to model the exact profile of the fluid 

velocity, because the particles diameter is comparable to the channel depth. The 

density of the particles is sufficient to break the regular parabolic profile of the fluid 

velocity. The smaller particles spin was noticed when they are found in the vicinity 

of the larger particles, probably due to the turbulence caused by the fluid flowing 

across the larger particles. However, the fluid velocity was estimated to be around 1 

μm/s and use this value was used to estimate the drag force on particles and compare 

it to the calculated DEP force. 
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(a)                                (b) 

  

(c)                                (d) 

Figure 7.7. The sequence of particle separation: (a) before the voltage 

was applied to the electrodes, (b) just after the voltage was applied to the 

electrodes, (c) smaller particles are being dragged out of the channel by 

the fluid flow, and (d) practically all of the smaller particles left the 

channel.  

Figure 7.7.b shows the particle distribution just after the voltage has been 

applied to the electrodes. Both larger and smaller particles tend to move to the 

regions of low field strength, as shown in figure 7.6. The larger particles remain 

trapped in these regions between the electrodes, as shown in figures 7.7.b and 7.7.c, 

while the smaller particles are dragged away from the channel by the fluid flow. 

Initially, when the voltage was applied, the smaller particles had a tendency to move 

to the regions of low field strength as well as the larger particles, which means that 

they are also subjected to the negative DEP force. That confirmed the calculation, 

which showed that both populations experience the negative DEP force. However, 

the fluid drag force seems to govern the motion of the smaller particles. The rate at 

which they continued to move from the left to the right was slightly decreased, but 

not significantly. Figure 7.7.d shows that the majority of smaller particles eventually 

left the channel, while the larger particles remained trapped.  



 243 

 

(a) 

 

(b) 

Figure 7.8. Logarithm of absolute value of dielectrophoretic force: (a) 

log( |F| DEP


) for the larger particles at z = 8 μm, (b) log( |F| DEP


) for the 

smaller particles at z = 9 μm. 

To explain the background of the particles separation shown in figures 7.7.a-

d, the DEP forces and the drag forces on the particles need to be compared. Figure 

7.8 shows the DEP force on both populations of the particles in the region of the low 

field strength, where the larger particles accumulated in the experiments. The x and 

y components of the DEP force are such that the particles are pushed towards that 

region by the negative DEP force. Depending on the strength of that force, they will 
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either be held immobilized there, or washed away by the fluid flow, if the drag force 

overcomes the DEP force.    

From equation (7.2) and the fluid flow rate of 1 μm/s, the drag force on the 

particles can be calculated. The viscosity of water is assumed to be 8.91*10
-4

 Ns/m
2
. 

For both particles the drag force is in the order of magnitude of 10
-14 

N (the ratio 

between drag forces on spherical particles is equal to the ratio of their radii, which is 

only around 3.5 in this case). If we compare the drag forces on the particles with the 

calculated DEP forces in the regions of low field strength, we can see that the DEP 

force on the larger particles is two orders of magnitude stronger than the drag force, 

so they are trapped at the top of the channel. The fluid flow is not strong enough to 

overcome the DEP force and drag the particles away. For the smaller particles, the 

drag force and the DEP force are of the same order of magnitude, so that the 

particles are slowly dragged towards the right-hand side of the microchannel, hence 

the separation is possible. In the case of the larger particles, the dominant 

components of the DEP force are x and y component. Together with the cover slip 

they form a “wall” around the particles, and the drag force is not strong enough to 

push the particles “through” this “wall”.     

This chapter shows the results of the separation of two different populations 

of latex spheres by using dielectrophoresis and the fluid flow. The simulation results 

are presented by using the program described in chapter 5, and the experimental 

results are presented by using the layout of microelectrodes which is used in 

Doctor-on-a-Chip. It has been shown that the experimental results correlate well 

with the simulation results.  
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Chapter 8. Conclusion and recommendation for future work 

In this work, a thorough feasibility analysis of dielectrophoretic separation of 

particles on a micro-scale was carried out. The overview was given of the relevant 

technologies required for the integration of the complete bodily fluid sample 

analysis for pathogens detection onto a single chip. This includes main 

microbiological concepts, PCR amplification, detection of DNA molecules, 

microfluidic technologies, and theory of dielectrophoresis. It should be noted that 

there was a significant time lag of about five years between the beginning of this 

research and the finalization of the thesis. In that period of time, the fields of 

microfluidics and MEMS have made tremendous progress, as significant financial 

and human resources continue to be invested into the research. Although some of the 

techniques and achievements presented in this thesis therefore seem a bit outdated, 

they present state of the art of these technologies in the first three to five years of the 

21
st
 century.    

In chapter 1, the main aims and objectives of this research have been listed 

and the expectations have been set. In the following text, these objectives will be 

addressed again in the context of the previous 5 chapters, together with the 

recommendations for future work. 

The overview of the microbiological techniques and methods for purification 

and amplification of the sample was given in chapter 2, together with the detection 

methods currently available for the final sample analysis. These components on the 

chip are crucial by means of enabling automated process of setting the stage for 

separation of pathogen DNA from the genomic DNA present in the sample. 

Automation means lower cost and higher reproducibility and reliability of the 

process. The main emphasis was given to possible integration of the existing 

technologies onto the chip, rather than investigating completely new principles. 

The overview of the microfluidic components was given with a similar idea 

in mind: to show the existing technologies of manipulating liquids and particles 

through the microfluidic network on a microfabricated chip, in the reliable and 

reproducible manner. The emphasis was also given on handling biological materials, 

since some of the existing methods have been proved destructive due to, for 

example, increased temperature of the sample during manipulation of cells and 

DNA. Several viable solutions were presented in this work, and the main emphasis 
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in the future work related to this objective should be placed on coming up with the 

best possible one for this application. This aspect of the design probably has the 

most dependencies of all. For example, based on the details of the protocol for DNA 

extraction, purification and amplification, one solution to pump the liquids around 

the chip and transfer the DNA molecules might be more suitable than the other, 

which could potentially be more suitable with another protocol. Therefore, once the 

protocol for obtaining the DNA from a sample is clearly defined and verified, more 

detailed research should be performed of feasibility of different microfluidic 

techniques presented in this thesis in implementing that protocol on a chip. This will 

clearly have to involve a lot of experimental work, because of complexity of DNA 

transfer in microfluidic systems. Similarly, microfluidic techniques could potentially 

be related to DNA separation methods as well. In other words, if a technique similar 

to the separation technique described in section 5.4, which uses the combination of 

the fluid pumping and dielectrophoresis, would be used to separate DNA in DoC, 

the pumping technique and the DEP method of manipulating the DNA molecules 

with the electric field have to be investigated and defined together, as they need to 

work seamlessly during the sensitive process of the separation of micro and nano 

particles.  

The overall design of the chip can be facilitated by using the computer aided 

design (CAD) methods and tools to evaluate certain aspects of the design. In 

particular, dielectrophoresis can be qualitatively and quantitatively analyzed given 

the layout of microelectrodes and the properties of the suspending liquid and the 

particles. It is apparently much more cost effective if a specific dielectrophoresis 

separation method would be analyzed and simulated by using a CAD tool prior to 

fabrication. In this way, spending time and financial resources on fabricating the 

design that does not work well could easily be avoided. Similarly, with the help of a 

CAD tool, any specific set of microelectrodes could be tuned in much faster and 

cost-efficient way, to improve the performance of separation early in the 

development cycle. For this purpose, the CAD tool should be robust, reliable, and 

capable of capturing all of the relevant effects in the particles manipulation with 

dielectrophoresis. In this work many of the relevant forces were described and 

analyzed qualitatively and quantitatively by using the numeric mathematical 

methods. The program for simulation of electric field and dielectrophoresis has 

shown good correlation with the real experimental data, as was presented in section 
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5.4. In the future, the main aspects of improving the program and making it more 

efficient, accurate and user friendly would include:  

 Continue investigation of physical effects and forces that influence 

behaviour of particles in dielectrophoretic systems of microelectrodes, 

and incorporate them into the program for better accuracy. For example, 

fluid dynamics could be added to 3-D calculations to model the influence 

of the liquid pumping on the particles and vice-versa. This would clearly 

involve more experimental work to verify new features in the program.  

 Add graphical user interface to enter the specification in a more efficient 

and user friendly way, and visualize the results at the end of the 

simulation without running multiple programs for analysis.  

 Investigation of the algorithms used in the mesh generation and finite 

difference method calculations, and possible optimizations of the 

functions and algorithms for better performance and easier maintenance 

and upgrades.   

Another important thing to note is that at the time this research was carried out, 

CAD tools for 3-D simulation of electric field were not easily available and 

customizable to a particular application. That is why the approach of developing the 

software for the purpose of simulating dielectrophoresis in three dimensions has 

been taken in the first place. Nowadays, it could be beneficial to again investigate 

available commercial CAD tools, and see if using any of them could be beneficial in 

long term, as opposed to keep maintaining and upgrading the existing simulation 

program described in this thesis. It should be emphasized again that the main goal of 

this research is development of DoC, and any tool that helps getting to the goal 

earlier should be evaluated and used.  

The example of Doctor-on-a-Chip was also discussed and analyzed. As 

presented in chapter 3, it integrates the known methods of DNA extraction, 

amplification and manipulation on a single chip, but also introduces a novel 

approach to dielectrophoretic manipulation of DNA molecules (and other particles 

in general), by using a novel layout of microelectrodes described in section 5.4. As 

far as the sample preparation and DNA detection are concerned, Doctor-on-a-Chip 

should benefit from re-use of the existing methods relevant to those steps in the 

analysis. The main idea of this project, which was already emphasized, is not to 
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investigate all of the methods in the on-chip DNA analysis, but just the crucial one 

for DNA separation prior to analysis, which is dielectrophoresis, and its feasibility 

for this particular purpose. The other components, such as PCR for example, should 

be investigated for feasibility of integration onto a chip and compatibility with the 

idea of a total DNA analysis system. The recommendation should be drawn on the 

usability of these methods, but no significant effort should be put into discovering 

novel methods. In this particular case, figure 3.26 shows the components of the 

system which are reused for the purpose of analysis system assembly on a chip. The 

most notable reused components are the heated chambers for DNA extraction and 

PCR, the micropumps for fluid pumping and mixing, and the detectors of DNA 

based on the impedance measurement technique. All of these components are 

described in the text by quoting already published results of their research and 

development. In terms of the future work related to the chip integration, the 

challenges remain the same: making sure that the individual components can be put 

together on a single chip and work together seamlessly, to deliver the robust 

analytical method. The integration needs to be supported by a lot of experimental 

work, but probably one step at the time. For example, investigating integration of 

DNA preparation protocol and PCR on a single chip is challenging enough that it 

should be done separately, without introducing the complexity of dielectrophoretic 

separation and DNA detection into that same research. Only after DNA preparation 

and PCR have been successfully integrated, the microelectrodes should be added 

into the picture. In a similar way, dielectrophoretic separation chambers can be 

integrated with the detection of DNA, prior to integrating the whole system together, 

as described in chapter 3.  

As far as investigating the dielectrophoretic methods for separation of DNA 

molecules is concerned, one novel method is described in details in section 5.4. The 

feasibility of the method, based on the novel layout of microelectrodes, has been 

experimentally proved as successful in separating small particles by using the 

dielectrophoretic force, and the experiment correlated well with the simulation 

performed on a computer. The next steps in the future work should involve 

separation of DNA molecules in the same or similar system of microelectrodes. 

Given the complexities that DNA brings to the table in terms of dielectrophoretic 

manipulation, this still remains the biggest challenge. In terms of DoC layout in 

chapter 4, the challenge is also to prove that several different pathogens can be 
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investigated for at the same time, by targeting a particular pathogen in a given array 

of microelectrodes, and by changing the setup in the microelectrode array in terms 

of the suspending liquid and voltage frequency.  

In summary, this thesis has given a general overview of the technologies 

available for integration of DNA analysis onto a single chip. Already known 

methods of DNA sample preparation and transfer of molecules have been described 

in the context of DoC, and the novel method of dielectrophoretic separation of DNA 

molecules has been added as a method of detecting pathogens within the sample. 

The concept of the chip has been developed and described, and the foundation for 

the experimental work to prove the feasibility of these methods has been set. 

Specific to the dielectrophoretic manipulation of DNA, the 3-D simulation program 

has been developed to facilitate the experimental work by analysing 

dielectrophoresis on particles on a computer, and to facilitate the experimental work 

and increase the understanding of how particular microelectrode setup works. The 

simulation program has been successfully used to verify several experiments with 

different setup, and showed the correlation between the simulation data and the 

experiments.   
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Appendix A: Prototypes of the functions of the program 

The following text lists the prototypes of the functions used in the program. 

The functions are described in more details in section 5.1 of the thesis, and here the 

index of the prototype matches the index of the subsection of section 5.2. For 

example the function described in subsection 5.2.1 is listed in this appendix in A.1, 

the function described in subsection 5.2.2 is listed in A.2 and so forth.  

A.1. Function read_main_input_file 

void read_main_input_file (char fileName[], float &xWidth, float &yWidth, 

float &zWidth, float **xMesh, float **yMesh, float **zMesh, float 

**materialInterface, float &xMinEl, float &xMaxEl, float &yMinEl, float 

&yMaxEl, float &zMinEl, float &zMaxEl, int &numBoundsEl, int &numElecs, 

int &numVoltages, boundary **boundsEl_i, boundary **boundsEl_j, electrode 

**elecs, float **voltages, float &freq); 

A.2. Function read_thermal_input_file 

void read_thermal_input_file (char fileName[], float &xMinTh, float 

&xMaxTh, float &yMinTh, float &yMaxTh, float &zMinTh, float &zMaxTh, 

int &numBoundsTh, boundary **boundsTh, int 

&isElectrodeThermTransparent, float &tempError); 

A.3. Function read_fluid_input_file 

void read_fluid_input_file (char fileName[], float &xMinFl, float &xMaxFl, 

float &yMinFl, float &yMaxFl, float &zMinFl, float &zMaxFl, int 

&numBoundsFl, boundary **boundsFl_x, boundary **boundsFl_y, boundary 

**boundsFl_z, boundary **boundsFl_p); 

A.4. Function rewrite_input_file 

void rewrite_input_file (float xWidth, float yWidth, float zWidth, float *xMesh, 

float *yMesh, float *zMesh, float *materialInterface, float xMinEl, float 

xMaxEl, float yMinEl, float yMaxEl, float zMinEl, float zMaxEl, int 

numBoundsEl, int numElectrodes, int numVoltages, boundary *boundsEl_i, 
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boundary *boundsEl_j, electrode *elecs, float *voltages, float freq, float 

xMinTh, float xMaxTh, float yMinTh, float yMaxTh, float zMinTh, float 

zMaxTh, int numBoundsTh, boundary *boundsTh, int elThermTrans, float 

tempError, float xMinFl, float xMaxFl, float yMinFl, float yMaxFl, float 

zMinFl, float zMaxFl, int numBoundsFl, boundary *boundsFl_x, boundary 

*boundsFl_y, boundary *boundsFl_z, boundary *boundsFl_p); 

A.5. Function create_mesh_lines 

void create_mesh_lines (float **meshLines, float *mesh, char axis); 

A.6. Function create_nonuniform_mesh 

void create_nonuniform_mesh (float *mesh, int i, int &nPart, float **array); 

A.7. Function calculate_number_mesh_points 

void calculate_number_mesh_points (int &numPoints, int &numPointsEl, int 

&numPointsTh, int &numPointsFl, float xWidth, float yWidth, float zWidth, 

float *xMeshLines, float *yMeshLines, float *zMeshLines, float xMinEl, float 

xMaxEl, float yMinEl, float yMaxEl, float zMinEl, float zMaxEl, float xMinTh, 

float xMaxTh, float yMinTh, float yMaxTh, float zMinTh, float zMaxTh, float 

xMinFl, float xMaxFl, float yMinFl, float yMaxFl, float zMinFl, float zMaxFl); 

A.8. Function calculate_number_mesh_lines 

int calculate_number_mesh_lines (float beginPoint, float endPoint, float 

*meshLines);  

A.9. Function create_mesh_distances 

void create_mesh_distances (float **meshDistances_fbrlud, float **x, float 

**y, float **z, int numPoints, float xWidth, float yWidth, float zWidth, float 

*xMeshLines, float *yMeshLines, float *zMeshLines); 

A.10. Function create_relative_index 

void create_relative_index (int numPointsEl, int numPointsTh, int numPointsFl, 

float *x, float *y, float *z, int **index_El_Th, int **index_El_Fl, int 
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**index_Th_El, int **index_Th_Fl, int **index_Fl_El, int **index_Fl_Th, 

float xWidth, float yWidth, float zWidth, float *xMeshLines, float 

*yMeshLines, float *zMeshLines, float xMinEl, float xMaxEl, float yMinEl, 

float yMaxEl, float zMinEl, float zMaxEl, float xMinTh, float xMaxTh, float 

yMinTh, float yMaxTh, float zMinTh, float zMaxTh, float xMinFl, float 

xMaxFl, float yMinFl, float yMaxFl, float zMinFl, float zMaxFl); 

A.11. Function find_type 

char find_type (electrode *electrodes, int numElectrodes, int numBounds, 

boundary *bounds, float x, float y, float z, float xMin, float xMax, float yMin, 

float yMax, float zMin, float zMax); 

A.12. Function iselectrode 

int iselectrode (float x, float y, float z, electrode *electrodes, int 

numElectrodes); 

A.13. Function isboundary 

int *isboundary (float x, float y, float z, boundary *bounds, int numBounds); 

A.14. Function convert_triangular_electrodes 

void convert_triangular_electrodes (electrode *electrodes, int numElectrodes); 

A.15. Function convert_circular_electrodes 

void convert_circular_electrodes (electrode *electrodes, int numElectrodes); 

A.16. Function create_electrical_problem 

void create_electrical_problem (electrode *electrodes, boundary *boundsEl, int 

numElectrodes, int numBoundsEl, float *meshDistances_fbrlud, float *x, float 

*y, float *z, int *index_El_Th, int *index_Th_El, float *xMeshLines, float 

*yMeshLines, float *zMeshLines, float xMinEl, float xMaxEl, float yMinEl, 

float yMaxEl, float zMinEl, float zMaxEl, int numPointsEl, char **type_El, int 

**indexF_El, int **indexB_El, int **indexR_El, int **indexL_El, int 

**indexU_El, int **indexD_El, float **potential_coefficients_fbrlud, float 
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*voltages, float **potential_i, float **potential_j, float **field_i, float **field_j, 

float **rmsField); 

A.17. Function create_thermal_problem 

void create_thermal_problem (electrode *elecs, boundary *boundsTh, int 

numElecs, char *typeElecs, int numBoundsTh, float *meshIndexes_fbrlud, float 

*x, float *y, float *z, float xWidth, float yWidth, float zWidth, float 

*xMeshLines, float *yMeshLines, float *zMeshLines, float xMinTh, float 

xMaxTh, float yMinTh, float yMaxTh, float zMinTh, float zMaxTh, int 

numPointsTh, int numPointsEl, char **type_Th, int **indexF_Th, int 

**indexB_Th, int **indexR_Th, int **indexL_Th, int **indexU_Th, int 

**indexD_Th, float **temperature_coefficients_fbrlud, float **temperature, 

float **temperature_prev, float **conductivity, float **permittivity, float 

**thermal_conductivity, char *material, int elThermTrans); 

A.18. Function calculate_potential  

void calculate_potential (float *materialInterface, float *x, float *y, float *z, int 

numPointsEl, char *type_El_i, char *type_El_j, float freq, float *potential_i, 

float *potential_j, float *conductivity, float *permittivity, float 

*meshIndexes_fbrlud, int *indexF_El_i, int *indexB_El_i, int *indexR_El_i, int 

*indexL_El_i, int *indexU_El_i, int *indexD_El_i, int *indexF_El_j, int 

*indexB_El_j, int *indexR_El_j, int *indexL_El_j, int *indexU_El_j, int 

*indexD_El_j, float *potential_coefficients_fbrlud, float *temperature, char 

*material, int *index_El_Th); 

A.19. Function calculate_field 

void calculate_field (int numPointsEl, char *type_El, char *material, float 

*meshIndexes_fbrlud, int *index_El_Th, float *potential, float *field, int 

*indexF_El, int *indexB_El, int *indexR_El, int *indexL_El, int *indexU_El, 

int *indexD_El); 

A.20. Function calculate_rms_field 
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void calculate_rms_field (int numPointsEl, float *field_i, , float *field_j, float 

*rmsField); 

A.21. Function calculate_field_components 

void calculate_field_components (float **gradFieldComponents, float 

**fieldComponents, int numPointsEl, float *currentVoltages, char *type_El, 

char *material, float *meshIndexes_fbrlud, int *index_El_Th, float *potential, 

float *field, int *indexF_El, int *indexB_El, int *indexR_El, int *indexL_El, int 

*indexU_El, int *indexD_El); 

A.22. Function create_electrical_problem_files 

void create_electrical_problem_files (float *potential_i, float *potential_j, float 

*field_i, float *field_j, float *fieldComponents_i, float *fieldComponents_j, 

float *rmsField, float *currentVoltages, int *indexF_El, int *indexB_El, int 

*indexR_El, int *indexL_El, int *indexU_El, int *indexD_El, int *indexF_El_j, 

int *indexB_El_j, int *indexR_El_j, int *indexL_El_j, int *indexU_El_j, int 

*indexD_El_j, int *index_El_Th, float *x, float *y, float *z, electrode *elecs, 

boundary *boundsEl_i, boundary *boundsEl_j, int numElecs, char *typeElecs, 

int numBoundsEl, float xWidth, float yWidth, float zWidth, float *xMeshLines, 

float *yMeshLines, float *zMeshLines, float xMinEl, float xMaxEl, float 

yMinEl, float yMaxEl, float zMinEl, float zMaxEl); 

A.23. Function create_thermal_problem_files 

void create_thermal_problem_files (float *temperature, float *conductivity, 

float *permittivity, float *thermal_conductivity, float *x, float *y, float *z, float 

*xMeshLines, float *yMeshLines, float *zMeshLines, char *material); 

A.24. Function calculate_cond_perm 

void calculate_cond_perm (int numPointsTh, float *temperature, float 

*conductivity, float *permittivity, float *thermal_conductivity, char *material, 

float *materialInterface, float *x, float *y, float *z); 

A.25. Function calculate_temperature_maxerror 
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void calculate_temperature_maxerror (float &temperature_maxerror, float 

&max_temperature, int numPointsTh, float *temperature, float 

*temperature_prev); 

A.26. Function calculate_grad_rms_field 

void calculate_grad_rms_field (int numPointsEl, float *rmsField, int 

*indexF_El, int *indexB_El, int *indexR_El, int *indexL_El, int *indexU_El, 

int *indexD_El, float *meshIndexes_fbrlud, float *x, float *y, float *z, int 

*index_El_Th); 

A.27. Function calculate_ temperature 

void calculate_temperature (int numPointsTh, char *type_Th, int *indexF_Th, 

int *indexB_Th, int *indexR_Th, int *indexL_Th, int *indexU_Th, int 

*indexD_Th, float *temperature_coefficients_fbrlud, float *xTh, float *yTh, 

float *zTh, float *temperature, float *thermal_conductivity, int *index_Th_Fl, 

int *index_Th_El, float *conductivity, float *rmsField, int elThermTrans); 

A.28. Function calculate_grad_temperature 

void calculate_grad_temperature (float **gradTemperature_x, float 

**gradTemperature_y, float **gradTemperature_z, int numPointsTh, float 

*temperature, int *indexF_Th, int *indexB_Th, int *indexR_Th, int 

*indexL_Th, int *indexU_Th, int *indexD_Th, float *meshIndexes_fbrlud, 

float *x, float *y, float *z); 

A.29. Function calculate_cm_factor 

void calculate_cm_factor (float &cm_factor_i, float &cm_factor_j, float 

permittivity_medium_i, float permittivity_medium_j, float 

permittivity_particle_i, float permittivity_particle_j); 

A.30. Function calculate_dep_force_components 

void calculate_dep_force_components_1 (int numPointsEl, double 

**dep_force_1_x, double **dep_force_1_y, double **dep_force_1_z, float 

*fieldComponents_i, float *fieldComponents_j, float *fieldx_i_x, float 
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*fieldx_j_x, float *fieldx_i_y, float *fieldx_j_y, float *fieldx_i_z, float 

*fieldx_j_z, float *fieldy_i_x, float *fieldy_j_x, float *fieldy_i_y, float 

*fieldy_j_y, float *fieldy_i_z, float *fieldy_j_z, float *fieldz_i_x, float 

*fieldz_j_x, float *fieldz_i_y, float *fieldz_j_y, float *fieldz_i_z, float 

*fieldz_j_z, float cm_factor_i, float cm_factor_j, float permittivity_medium_i, 

float radius, float *x, float *y, float *z, int *index_El_Th); 

A.31. Function calculate_dep_force_components 

void first_order_derivatives (float **fieldx_i_x, float **fieldx_j_x, float 

**fieldx_i_y, float **fieldx_j_y, float **fieldx_i_z, float **fieldx_j_z, float 

**fieldy_i_x, float **fieldy_j_x, float **fieldy_i_y, float **fieldy_j_y, float 

**fieldy_i_z, float **fieldy_j_z, float **fieldz_i_x, float **fieldz_j_x, float 

**fieldz_i_y, float **fieldz_j_y, float **fieldz_i_z, float **fieldz_j_z, float 

*fieldComponents_i, float *fieldComponents_j, int numPointsEl, int 

numPoints, float *x, float *y, float *z, char *type_El_i, char *type_El_j, int 

*indexF_El_i, int *indexB_El_i, int *indexR_El_i, int *indexL_El_i, int 

*indexU_El_i, int *indexD_El_i, int *indexF_El_j, int *indexB_El_j, int 

*indexR_El_j, int *indexL_El_j, int *indexU_El_j, int *indexD_El_j, int 

*index_El_Th, float *meshIndexes_fbrlud); 

 

 


