SOLUTIONS FOR THE CAHN-HILLIARD EQUATION
WITH MANY BOUNDARY SPIKE LAYERS
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ABSTRACT. In this paper we construct new classes of stationary solutions for the Cahn-Hilliard equation by a novel approach.

One of the results is as follows: Given a positive integer $K$ and a (not necessarily nondegenerate) local minimum point of the mean curvature of the boundary then there are boundary $K$–spike solutions whose peaks all approach this point. This implies that for any smooth and bounded domain there exist boundary $K$–spike solutions.

The central ingredient of our analysis is the novel derivation and exploitation of a reduction of the energy to finite dimensions (Lemma 3.5), where the variables are closely related to the peak locations.

1. Introduction

The Cahn-Hilliard equation [7] was originally derived from the Helmholtz free energy of an isotropic two-component solid and can be written as follows:

$$E(u) = \int_{\Omega} [F(u(x)) + \frac{1}{2} \epsilon^2 |\nabla u(x)|^2] dx.$$ 

It is a well-accepted and widely studied macroscopic model for phase separation. Here $\Omega \subset \mathbb{R}^N$ is the smooth and bounded region occupied by the body, $u(x)$ is an order parameter typically representing the concentration of one of the components. Furthermore, $F(u)$ is the free energy density of a corresponding homogeneous solid which has a double well structure the prototype being $F(u) = (1 - u^2)^2$ since we consider low temperatures. The constant $\epsilon$ describes the range of intermolecular forces; the gradient term models spatial fluctuations.

We assume conservation of the order parameter, i.e. there exists $\bar{u}$ with $-1 < \bar{u} < 1$ such that $\bar{u} = \frac{1}{|\Omega|} \int_{\Omega} u dx$. Therefore, a stationary solution of
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$E(u)$ under the conservation constraint $\bar{u} = \frac{1}{|\Omega|} \int_{\Omega} u \, dx$ satisfies
\[
\begin{aligned}
\begin{cases}
\epsilon^2 \Delta u - f(u) &= \lambda \varepsilon \quad \text{in } \Omega, \\
\frac{\partial u}{\partial \nu} &= 0 \quad \text{on } \partial \Omega, \\
\int_{\Omega} u &= \bar{u} |\Omega|,
\end{cases}
\end{aligned}
\tag{1.1}
\]
where $f(u) = F'(u)$ and $\lambda \varepsilon$ is a constant.

In this paper we are concerned with solutions of (1.1) which contain spike layers. The one dimensional case was studied by Novick-Cohen and Segal [33], Novick-Cohen and Peletier [32], Bates and Fife [6], Grinfeld and Novick-Cohen [13], [14].

In [44] we constructed a boundary spike layer solution to (1.1) whose peak approaches a given nondegenerate critical point of the mean curvature of the boundary assuming that $\bar{u}$ lies in the metastable region, i.e. $f'(\bar{u}) > 0$, for dimensions $N \geq 2$ and $\epsilon << 1$.

Under the same assumptions in [45] we constructed a solution to (1.1) with many boundary spike layers whose peaks are each located near different nondegenerate critical points of the mean curvature of the boundary.

In both [44] and [45] we reduce the problem to finite dimensions and use a fixed-point technique to obtain solutions. In this paper our approach is reducing the energy to finite dimensions and finding extrema for it instead. A new analysis is required. Although many of the estimates required for this analysis are the same as in [17] some major differences are needed to deal with the conservation constraint. These occur in particular in Lemma 3.6 and in Section 5.

The existence of spike layer solutions as well as their profile and the location of the peaks for the semilinear Neumann problem
\[
\begin{aligned}
\begin{cases}
\epsilon^2 \Delta u - u + u^p &= 0 \quad \text{in } \Omega, \\
u > 0 \quad \text{in } \Omega, \quad \frac{\partial u}{\partial \nu} &= 0 \quad \text{on } \partial \Omega,
\end{cases}
\end{aligned}
\]
for subcritical exponents $p$ which arises as a model in various areas of applied science such as chemotaxis, pattern formation, chemical reactor theory, etc. has been studied by Lin, Ni, Pan, and Takagi [21, 26, 27, 28] and lately by Gui, Wei, and Winter [15], [43], [17], and [20]. For the critical case $p = (N + 2)/(N - 2)$ similar results have obtained for example in [1], [2], [3], [16], [36], [37], [38], [42]. The corresponding Dirichlet problem in the
subcritical case was first investigated by Ni and Wei [30] for the Dirichlet problem. However, they do not have the conservation constraint and the nonlinearity is simpler than here.

Naturally these stationary solutions are essential for the understanding of the dynamics of the corresponding evolution process.

Other important features of the Cahn-Hilliard equation with physical relevance are spinodal decomposition and pattern formation. In this respect see the recent work of Kielhöfer [18] and Maier-Paape and Wanner [23], [24] and the references therein. The existence of stationary interface solutions has first been proved by Modica [25]. See also the works of Luckhaus and Modica [22] for the geometrical interpretation of the Lagrange multiplier \( \lambda \), Niethammer [31] for the radially symmetric case. See also Kohn and Sternberg [19], and Chen and Kowalczyk [8].

The dynamics of interface solutions has been studied extensively, see for example [39], [5], [4], [9], [10].

The attractor has been investigated for example in [14] and [41].

Henceforth, we assume that \( f'(\bar{u}) > 0 \).

Before stating our main result we make the following transformation.

\[
v = \bar{u} - u,
\]

\[
g(v) = -f(\bar{u}) + f(\bar{u} - v).
\]

Rewrite

\[
g'(0) = -m, g(v) = -mv + h(v).
\]

Then equation (1.1) becomes

\[
\left\{ \begin{array}{l}
\epsilon^2 \Delta v - mv + h(v) - \frac{1}{|\Omega|} \int_{\Omega} h(v) = 0 \\
\frac{\partial v}{\partial \nu} = 0
\end{array} \right. \quad \text{in } \Omega,
\]

To accommodate more general \( g \) we assume that

\( g(0) = 0, g'(0) = -m < 0. \)

\( g \in C^2(R^+) \), \( g(v) = -mv + h(v) \), where \( h \) satisfies

\[
h(v) = O(|v|^{p_1}), h'(v) = O(|v|^{p_2-1}) \text{ as } |v| \to \infty
\]
for some \( 1 < p_1, p_2 < \left( \frac{N+4}{N-4} \right)_+ = \infty \) if \( N \leq 4 \), \( \frac{N+4}{N-4} \) if \( N \geq 5 \);
there exists \( 1 < p_3 < \left( \frac{N+4}{N-4} \right)_+ \) such that

\[
|h'(v + \phi) - h'(v)| \leq \begin{cases} \frac{C|\phi|^p_{p_3-1}}{p_3-1} & \text{if } p_3 > 2, \\ C(|\phi| + |\phi|^p_{p_3-1}) & \text{if } p_3 \leq 2. \end{cases}
\]

(g3) The equation

\[
\begin{cases} \triangle V - mV + h(V) = 0 \quad \text{in } \mathbb{R}^N, \\ V > 0, V(0) = \max_{z \in \mathbb{R}^n} V(z), \\ V \to 0 \quad \text{at } \infty \end{cases}
\]

has a unique solution \( V(y) \) (by the results of [12], \( V \) is radial, i.e. \( V = V(r) \) and \( V' < 0 \) for \( r = |y| \neq 0 \)). Furthermore, \( V \) is nondegenerate, namely the operator

\[
L := \triangle + g'(V)
\]

is invertible in the space \( H^2_R(\mathbb{R}^N) := \{ u = u(|y|) \in H^2(\mathbb{R}^N) \} \).

**Remark:** Assuming \( F(u) = (1 - u^2)^2 \) (i.e. \( f(u) = -4u(1 - u^2) \)) and \( f'(\bar{u}) > 0 \) by changing \( F \) at infinity the Cahn-Hilliard equation satisfies conditions (g1) – (g3). See [44]. In [44] it is shown that without loss of generality we can assume that \( h \) and its first two derivatives are bounded continuous functions on the real line. For simplicity, we make this assumption for the rest of the paper.

Let \( \Gamma \subset \partial \Omega \) be a relatively open set such that

\[
\min_{P \in \partial \Gamma} \kappa(P) > \min_{P \in \Gamma} \kappa(P),
\]

where \( \kappa(P) \) is the mean curvature of \( \partial \Omega \) at the point \( P \).

Our main result can be stated as follows.

**Theorem 1.1.** Assume that condition (1.5) holds. Let \( g \) satisfy assumptions (g1)-(g3). Then for \( \varepsilon \) sufficiently small problem (1.2) has a solution \( v_\varepsilon \) which possesses exactly \( K \) local maximum points \( Q^\varepsilon_1, ..., Q^\varepsilon_K \) with \( Q^\varepsilon = (Q^\varepsilon_1, ..., Q^\varepsilon_K) \in \Gamma \times ... \times \Gamma \).

Moreover \( \kappa(Q^\varepsilon_i) \to \min_{P \in \Gamma} \kappa(P), V(\frac{Q^\varepsilon_k - Q^\varepsilon_l}{\varepsilon}) \to 0, i, k, l = 1, ..., K, k \neq l \) as \( \varepsilon \to 0 \). Furthermore, there exists a real constant \( v_\infty \) and positive constants
Theorem 1.1 can be derived from a more general theorem which is as follows.

**Theorem 1.2.** Let $\Gamma_i, i = 1, \ldots, K$ be relatively open sets in $\partial \Omega$ such that

$$
\min_{P \in \partial \Gamma_i} \kappa(P) > \min_{P \in \Gamma} \kappa(P), \ i = 1, \ldots, K.
$$

Let $g$ satisfy assumptions (g1)-(g3). Then for $\varepsilon$ sufficiently small problem (1.2) has a solution $v_\varepsilon$ which possesses exactly $K$ local maximum points $Q^\varepsilon_1, \ldots, Q^\varepsilon_K$ with $Q^\varepsilon = (Q^\varepsilon_1, \ldots, Q^\varepsilon_K) \in \Gamma_1 \times \ldots \times \Gamma_K$. Moreover $\kappa(Q^\varepsilon_i) \to \min_{P \in \Gamma} \kappa(P), \ V(Q^\varepsilon_i - Q^\varepsilon_l) \to 0, i, k, l = 1, \ldots, K, k \neq l$ as $\varepsilon \to 0$. Furthermore, there exists a real constant $v^\infty_\varepsilon$ and positive constants $a, b$ such that $v_\varepsilon(x) \to v^\infty_\varepsilon$ as $\varepsilon \to 0$ and

$$
|v_\varepsilon(x) - v^\infty_\varepsilon| \leq a\exp\left(-\frac{b\min_{i=1,\ldots,K}(|x - Q^\varepsilon_i|)}{\varepsilon}\right).
$$

(1.7)

More details about the asymptotic behaviour of $v_\varepsilon$ can be found in the proof of Theorem 1.2.

We have the following interesting corollary.

**Corollary 1.3.** Let $g$ satisfy assumptions (g1)-(g3). Then for any smooth and bounded domain and any fixed positive integer $K \in \mathbb{Z}$, there always exists a boundary $K$-peak solution of (1.1) if $\varepsilon$ is small enough.

Theorem 1.1 is the first result about the existence of boundary $K$-spike solutions for problem (1.2) for any positive integer $K$ in any smooth bounded domain. Note that for a strict local minimum point of $\kappa(P)$ (i.e. there exists a relatively open set $\Gamma \subset \partial \Omega$ with $P \in \Gamma$ such that $\kappa(Q) > \kappa(P)$ for all $Q \in \Gamma$) the boundary $K$-spike solutions can be chosen such that their peaks approach the same point on the boundary. Intuitively speaking, the boundary spikes attract one another. This is in balance with “forces” coming from the curvature of the boundary which prevent the spikes from moving closer towards one another and towards the strict local minimum point of $\kappa(P)$. 

\[ a, b \text{ such that } v_\varepsilon(x) \to v^\infty_\varepsilon \text{ as } \varepsilon \to 0 \text{ and } \]
\[ |v_\varepsilon(x) - v^\infty_\varepsilon| \leq a\exp\left(-\frac{b\min_{i=1,\ldots,K}(|x - Q^\varepsilon_i|)}{\varepsilon}\right). \quad (1.6) \]

(1.7)
It seems that this new phenomenon cannot occur at a local maximum point of $\kappa(P)$.

In this paper we study local minimum or maximum points of the mean curvature of the boundary without assuming their nondegeneracy. Instead we only need the global condition (1.5) which can be genuinely weaker in many cases. To our knowledge, this was not possible in all previous works.

Theorem 1.2 is the main result in this paper. To introduce the most important idea of the proof of Theorem 1.2, we need to give some notations and definitions first.

For our approach it is essential to note that $v$ is a solution of (1.2) if and only if $v$ is a critical point of

$$J_\epsilon(v) = \frac{\epsilon^2}{2} \int_\Omega |\nabla v|^2 + \frac{m}{2} \int_\Omega v^2 - \int_\Omega H(v),$$

where

$$H(v) = \int_0^v h(s) ds, \quad v \in X = \{v \in H^1(\Omega) \mid \int_\Omega v = 0\}.$$

Note that the conservation constraint

$$\int_\Omega v = 0$$

(1.8)

contributes the Lagrange multiplier $\lambda_\epsilon$ in (1.1). Recall on the other hand that for solutions of (1.2) equation (1.8) does not have to be assumed a priori but follows automatically for all solutions in $\{v \in H^2(\Omega) : \frac{\partial v}{\partial \nu} = 0 \text{ at } \partial \Omega\}$.

We start our construction by finding good approximating functions for the solutions. Our approach is by using a projection technique to obtain appropriate functions in the space $X$. Let $V$ be the unique solution of (1.3).

It is known (see [12]) that $V$ is radially symmetric, decreasing and

$$\lim_{|y| \to \infty} V(y)e^{\sqrt{m}|y|} |y|^\frac{N-1}{2} = c_0 > 0.$$

Let $P \in \Omega$, $\Omega_{\epsilon,P} := \{\epsilon y + P \in \Omega\}$ and $\Omega_{\epsilon} := \{\epsilon y \in \Omega\}$.

For any smooth domain $U \subset R^N$ we define a function $u = P_U V$ as the unique solution of

$$\begin{cases}
\Delta u - mu + h(V) = 0 \text{ in } U, \\
\frac{\partial u}{\partial \nu} = 0 \text{ on } \partial U.
\end{cases}$$
Let $\eta > 0$ be a small number. Let $\Gamma_i$ be as in Theorem 1.2. Set
\[ \Lambda = \{ \mathbf{P} = (P_1, ..., P_K) \in \Gamma_1 \times \cdots \times \Gamma_K, V(\frac{|P_k - P_l|}{\epsilon}) < \eta \epsilon, k, l = 1, ..., K, k \neq l \}. \]

Fix $\mathbf{P} = (P_1, P_2, ..., P_K) \in \bar{\Lambda}$. We set
\[ V_i(y) = V(y - \frac{P_i}{\epsilon}), \quad PV_i(y) = P_{\Omega_i} V(y - \frac{P_i}{\epsilon}), \quad y \in \Omega_\epsilon, \]
\[ P_0 V_i(y) = PV_i(y) - \frac{1}{|\Omega_\epsilon|} \int_{\Omega_\epsilon} PV_i(y) \, dy, \]
\[ w_{\epsilon, \mathbf{P}} = \sum_{i=1}^{K} P_0 V_i, \]
\[ v_\epsilon = w_{\epsilon, \mathbf{P}} + \Phi_{\epsilon, \mathbf{P}} \in H^2(\Omega_\epsilon), \]
where
\[ \Phi_{\epsilon, \mathbf{P}} \in \{ \Phi \in H^2(\Omega_\epsilon) : \frac{\partial \Phi}{\partial \nu} = 0 \text{ on } \partial \Omega_\epsilon, \int_{\Omega_\epsilon} \Phi \, dy = 0 \} \]
is still unknown. Finally, we introduce
\[ K_{\epsilon, \mathbf{P}} = C_{\epsilon, \mathbf{P}} = \text{span}\{ \frac{\partial P_0 V_i}{\partial \tau_{P_i, ij}}, i = 1, ..., K, j = 1, ..., N - 1 \} \]
to denote the approximate kernel and cokernel of the operator obtained from linearizing (1.2) at $w_{\epsilon, \mathbf{P}}$, respectively, where $\tau_{P_i, ij}$ are the $(N - 1)$ tangential derivatives at $P_i$ (without loss of generality we may assume that the inward normal vector at $P_i$ is $e_N$). We denote $\tau_{P_i, ij}$ as $\tau_{P_i, j}$ in the rest of the paper.

We first solve for $\Phi_{\epsilon, \mathbf{P}}$ such that
\[ v_\epsilon \in K_{\epsilon, \mathbf{P}}^\perp, \]
\[ \Delta v_\epsilon - m v_\epsilon + h(v_\epsilon) - \frac{1}{|\Omega_\epsilon|} \int_{\Omega_\epsilon} h(v_\epsilon) \, dy \in C_{\epsilon, \mathbf{P}} \]
using the Liapunov-Schmidt reduction method. This method evolves from that of [11, 34], and [35] on the semi-classical (i.e. for small parameter $\overline{h}$) solution of the nonlinear Schrödinger equation
\[ \frac{\overline{h}^2}{2} \Delta U - (V - E)U + U^p = 0 \quad (1.9) \]
in $\mathbb{R}^N$, where $V$ is a potential function and $E$ is a real constant. The method of Liapunov-Schmidt reduction was used in [11], [34] and [35] to construct solutions of (1.9) close to nondegenerate critical points of $V$ for $\overline{h}$ sufficiently small.
Then we show that $\Phi_{\epsilon, \mathbf{P}}$ is $C^1$ in $\mathbf{P}$. Now we have developed all the tools to introduce the novel function

$$M_{\epsilon}(\mathbf{P}) = J_{\epsilon}(\sum_{i=1}^{K} P_0 V_i + \Phi_{\epsilon, \mathbf{P}}).$$

That means we have reduced the energy $J_{\epsilon}$ to finite dimensions, where the variables are closely related to the location of the peaks. A large part of the paper is devoted to deriving an explicit expression for $M_{\epsilon}(\mathbf{P})$.

We maximize $M_{\epsilon}(\mathbf{P})$ over $\Lambda$. Condition (1.5) ensures that $M_{\epsilon}(\mathbf{P})$ attains its maximum inside $\Lambda$. We show that the resulting solution has the properties of Theorem 1.2.

Throughout this paper, unless otherwise stated, the letter $C$ will always denote various generic constants which are independent of $\epsilon$, for $\epsilon$ sufficiently small; $\delta > 0$ is a very small number; $o(1)$ means $|o(1)| \to 0$ as $\epsilon \to 0$.

The paper is organized as follows. Notation, preliminaries and some useful estimates are explained in Section 2. Section 3 contains the setup of our problem and we solve (1.2) up to approximate kernel and cokernel, respectively. We introduce and solve a finite-dimensional optimization problem in Section 4. Finally, in Section 5, we show that the solution to the maximizing problem is indeed a solution of (1.2) and satisfies all the properties of Theorem 1.2.
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2. Technical Analysis

In this section we introduce a projection and derive some useful estimates. Finally we will prove some lemmas which will be important in deriving an explicit expression for $M_{\epsilon}(\mathbf{P})$ as defined in (1.10). Propositions 2.1 and 2.2
as well as Lemma 2.3 are from [44] and are presented here for the convenience of the reader.

Throughout the paper we shall use the letter $C$ to denote a generic positive constant which may vary from term to term. We denote $R^+_N = \{(x', x_N) | x_N > 0\}$, where $x' = (x_1, \ldots, x_{N-1})$. Let $V$ be the unique solution of (1.3).

Set

$$I(V) = \frac{1}{2} \int_{R^+_N} (|\nabla V|^2 + mV^2) - \int_{R^+_N} H(V).$$

Let $P \in \partial \Omega$. Then, since $\partial \Omega$ is smooth, there exists $R_0 > 0$ such that for $|x - P| < R_0$, $\partial \Omega$ can be represented by the graph of a smooth function $\rho(x) = 0$, $\nabla \rho(0) = 0$. The mean curvature of $\partial \Omega$ at $P$ is $\kappa(P) = \frac{1}{N-1} \sum_{i=1}^{N-1} \rho_{ii}(0)$, where $\rho_i = \frac{\partial \rho}{\partial x_i}$, $i = 1, \ldots, N - 1$.

Here we use $\rho_{\alpha}$ to denote the multiple differentiation $\frac{\partial^{\alpha} \rho}{\partial x^{\alpha}}$ for $\alpha = (\alpha_1, \ldots, \alpha_{N-1})$, where $\alpha_i \in \{0, 1, \ldots\}$ for $i = 1, \ldots, N - 1$ and $|\alpha| = \sum_{i=1}^{N-1} \alpha_i$. We denote

$$\|v\|^2_\epsilon = \epsilon^{-N} \int_{\Omega} \left[ \epsilon^2 |\nabla v|^2 + m v^2 \right].$$

For $x \in \Omega_0$ set now

$$\begin{cases}
    \epsilon y_i = x_i - P_i, & i = 1, \ldots, N - 1, \\
    \epsilon y_N = x_N - P_N - \rho(x_1 - P_1, \ldots, x_{N-1} - P_{N-1}).
\end{cases} \quad (2.1)$$

Furthermore, for $x \in \Omega_0$ we introduce the transformation

$$\begin{cases}
    T_i(x) = x_i, & i = 1, \ldots, N - 1, \\
    T_N(x) = x_N - P_N - \rho(x_1 - P_1, \ldots, x_{N-1} - P_{N-1}).
\end{cases} \quad (2.2)$$

Note that then

$$y = \frac{1}{\epsilon} T(x).$$

Then we have

**Proposition 2.1.** Let $\chi(x)$ be a smooth cutoff function such that $\chi(x) = 1$, $x \in B(P, R_0 - \delta)$ and $\chi(x) = 0$ for $x \in B(P, R_0)^C$ (for a positive and sufficiently small number $\delta$.) Then

$$\left[ V - P_{\epsilon, P} V \right] \left( \frac{x - P}{\epsilon} \right)$$

$$= \epsilon v_1(y) \chi(x - P) + \epsilon^2 (v_2(y) \chi(x - P) + v_3(y) \chi(x - P)) + \epsilon^2 \Psi_{\epsilon, P}(x),$$
where \( v_1 \) is the unique solution of
\[
\begin{cases}
\Delta v - mv = 0 & \text{in } R_+^N, \\
\frac{\partial v}{\partial y_N} = -\frac{V'}{|y|} \sum_{i,j=1}^{N-1} \rho_{ij}(0) y_i y_j & \text{on } \partial R_+^N,
\end{cases}
\]
(2.3)
\( V' \) is the radial derivative of \( V \), i.e. \( V' = V_r(r) \), \( r = \frac{|x-P|}{\epsilon} \); \( v_2 \) is the unique solution of
\[
\begin{cases}
\Delta v - mv - 2 \sum_{i,j=1}^{N-1} \rho_{ij}(0) y_i \frac{\partial v_1}{\partial y_j} = 0 & \text{in } R_+^N, \\
\frac{\partial v}{\partial y_N} = \frac{V''}{|y|} \sum_{k,l=1}^{N-1} \rho_{kl}(0) y_k y_l y_j & \text{on } \partial R_+^N;
\end{cases}
\]
(2.4)
\( v_3 \) is the unique solution of
\[
\begin{cases}
\Delta v - mv = 0 & \text{in } R_+^N, \\
\frac{\partial v}{\partial y_N} = -\frac{V'}{|y|} \sum_{i,j,k,l=1}^{N-1} \rho_{ijkl}(0) y_i y_j y_k y_l & \text{on } \partial R_+^N,
\end{cases}
\]
(2.5)
and
\[ \| \Psi_{\epsilon,p} \|_{\epsilon} \leq C. \]

**Proof.** A proof can be found in [44]. \( \square \)

Note that \( v_1, v_2 \) are even functions in \( y' = (y_1, ..., y_{N-1}) \) and \( v_3 \) is an odd function in \( y' = (y_1, ..., y_{N-1}) \) (i.e. \( v_1(y', y_N) = v_1(-y', y_N), v_3(y', y_N) = -v_3(-y', y_N) \)). Moreover, it is easy to see that \( |v_1|, |v_2|, |v_3| \leq Ce^{-\mu|y|} \) for some \( 0 < \mu < \sqrt{m} \).

We next analyze \( \partial/\partial \tau_{P_j} P_{\Omega, \rho} V \left( \frac{x-P}{\epsilon} \right) \) for sufficiently small \( x \). Because we choose the coordinate system as explained on page 7, we have \( \partial/\partial \tau_{P_j} = \partial/\partial P_j \).

**Proposition 2.2.**
\[
\left[ \frac{\partial V}{\partial \tau_{P_j}} - \frac{\partial P_{\Omega, \rho} V}{\partial \tau_{P_j}} \right] \left( \frac{x-P}{\epsilon} \right) = w_1(y) \chi(x-P) + \epsilon w_2'(x),
\]
where \( w_1 \) is the unique solution of
\[
\begin{cases}
\Delta v - mv = 0 & \text{in } R_+^N, \\
\frac{\partial v}{\partial y_N} = -\frac{V'}{|y|^2} \sum_{k,l=1}^{N-1} \rho_{kl}(0) y_k y_l y_j - \frac{V'}{|y|^3} \sum_{k=1}^{N-1} \rho_{jk}(0) y_k & \text{on } \partial R_+^N.
\end{cases}
\]
(2.6)
and
\[ \| w_2' \|_{\epsilon} \leq C. \]
Proof. A proof can be found in [44]. \[\square\]

Note that \(|w_1| \leq C \exp(-\mu |y|)\) and \(|w_2| \leq C \exp(-\mu |y|)\) for some \(\mu < \sqrt{m}\) and \(w_1\) is an odd function in \(y'\).

Finally, let
\[
L_0 = \Delta - m + h'(V).
\]

We have

Lemma 2.3.

\[Ker(L_0) \cap H^2_N(R^N_+) = \text{span} \left\{ \frac{\partial V}{\partial y_1}, \ldots, \frac{\partial V}{\partial y_{N-1}} \right\},\]

where \(H^2_N(R^N_+) = \{ u \in H^2(R^N_+), \frac{\partial u}{\partial y_N} = 0 \text{ on } \partial R^N_+ \}\).

Proof. See Lemma 4.2 in [28]. \[\square\]

The next lemma is the key result in this section. Its proof is similar but differs at a crucial points from the one in [17]. We indicate this difference.

Lemma 2.4. For any \(P = (P_1, \ldots, P_K) \in \overline{X}\) and \(\epsilon\) sufficiently small
\[
J_\epsilon(\sum_{i=1}^{K} P_0 V_i) = \epsilon^N \left[ \frac{K}{2} I(V) - \epsilon (\beta_1 + o(1)) \right] \sum_{i=1}^{K} \kappa(P_i) - \frac{1}{2} \sum_{k,l=1,k\neq l}^{K} (\gamma_{kl} + o(1)) V(\frac{|P_k - P_l|}{\epsilon}) + o(\epsilon), \tag{2.7}
\]

where
\[
\beta_1 = \frac{1}{N+1} \int_{R^{N-1}} |\nabla V|^2 |y'|^2 dy'.
\]

and \(\gamma_{kl} = \gamma_{lk} \in \Sigma\) for
\[
\Sigma = \left\{ \int_{R^N_+} h(V(y)) e^{\sqrt{m} \langle b, y \rangle} dy \mid b \in R^N, |b| = 1 \right\}.
\]

Furthermore, if \(V(\frac{|P_k - P_l|}{\epsilon}) = \eta \epsilon\), we have \(\gamma_{kl} \in \Sigma_1\), where
\[
\Sigma_1 = \left\{ \int_{R^N_+} h(V(y)) e^{\sqrt{m} \langle b, y \rangle} dy \mid b = (b_1, \ldots, b_N) \in R^N, b_N = 0, |b| = 1 \right\}.
\]

Proof. In [17] we calculated \(J_\epsilon(\sum_{i=1}^{K} P_0 V_i)\). Now we need \(J_\epsilon(\sum_{i=1}^{K} P_0 V_i)\). Note that
\[
J_\epsilon(P_0 V) - J_\epsilon(PV) = \epsilon^N \int_{\Omega_\epsilon} \frac{m}{2} \left( |P_0 V|^2 - |PV|^2 \right) - (H(P_0 V) - H(PV))
\]
\[ J_{\epsilon}(\sum_{i=1}^{2} P_{0} V_{i}) - J(\sum_{i=1}^{2} P V_{i}) = e^{N} \int_{\Omega_{\epsilon}} \left[ \frac{m}{2} \left( \sum_{i=1}^{2} |P_{0} V_{i}|^{2} - \sum_{i=1}^{2} |P V_{i}|^{2} \right) \right] \]

\[ -(H(\sum_{i=1}^{2} P_{0} V_{i}) - H(\sum_{i=1}^{2} P V_{i})) = O(\epsilon^{2N}). \]

Using Lemma 2.8 of [17] the proof is completed. \[ \square \]

3. **Liapunov-Schmidt Reduction**

In this section, we reduce problem (1.2) to finite dimensions by the Liapunov-Schmidt method. We first introduce some notation.

\[ X = \{ v \in H^{2}(\Omega_{\epsilon}) \mid \int_{\Omega_{\epsilon}} v = 0, \frac{\partial v}{\partial \nu} = 0 \text{ on } \partial \Omega_{\epsilon} \}, \]

\[ Y = \{ v \in L^{2}(\Omega_{\epsilon}) \mid \int_{\Omega_{\epsilon}} v = 0 \}. \]

Define

\[ S_{\epsilon}(v) = \Delta v - mv + h(v) - \frac{1}{|\Omega_{\epsilon}|} \int_{\Omega_{\epsilon}} h(v), \]

for \( v \in X \). Then solving equation (1.1) is equivalent to

\[ S_{\epsilon}(v) = 0, v \in X. \]

Fix \( P = (P_{1}, ..., P_{K}) \in \mathbb{R}^{K} \). To study (1.2) we first consider the linearized operator

\[ L_{\epsilon} : u \mapsto \Delta u - mu + h'(w_{\epsilon}, P) u - \frac{1}{|\Omega_{\epsilon}|} \int_{\Omega_{\epsilon}} h'(w_{\epsilon}, P) u, \]

\[ X \rightarrow Y. \]

Recall that \( w_{\epsilon, P} = \sum_{i=1}^{K} P_{0} V_{i} \). Choose approximate cokernel and kernel as

\[ C_{\epsilon, P} = K_{\epsilon, P} \]

\[ = \text{span} \left\{ \frac{\partial P_{0} V_{i}}{\partial \tau_{P_{i,j}}} \mid i = 1, \ldots, K, j = 1, \ldots, N - 1 \right\}, \]

where (as in the introduction)

\[ K_{\epsilon, P} \subset X \]

and \( C_{\epsilon, P} \subset Y \).
Let $\pi_{\epsilon, \mathbf{P}}$ denote the projection from $Y$ onto $C^\perp_{\epsilon, \mathbf{P}}$. Our goal in this section is to show that the equation

$$\pi_{\epsilon, \mathbf{P}} \circ S_\epsilon(w_{\epsilon, \mathbf{P}} + \Phi_{\epsilon, \mathbf{P}}) = 0$$

has a unique solution $\Phi_{\epsilon, \mathbf{P}} \in K^\perp_{\epsilon, \mathbf{P}}$ if $\epsilon$ is small enough and $\mathbf{P} = (P_1, \ldots, P_K) \in \overline{\Lambda}$.

As a preparation in the following two propositions we show the invertibility of the corresponding linearized operator.

**Proposition 3.1.** Let $L_{\epsilon, \mathbf{P}} = \pi_{\epsilon, \mathbf{P}} \circ L_\epsilon$. There exist positive constants $\overline{\epsilon}, \overline{\Lambda}$ such that for all $\epsilon \in (0, \overline{\epsilon})$ and $\mathbf{P} = (P_1, \ldots, P_K) \in \overline{\Lambda}$

$$\|L_{\epsilon, \mathbf{P}} \Phi\|_{L^2(\Omega_e)} \geq \overline{\Lambda} \|\Phi\|_{H^2(\Omega_e)} \tag{3.1}$$

for all $\Phi \in K^\perp_{\epsilon, \mathbf{P}}$.

**Proposition 3.2.** There exists a positive constant $\tilde{\epsilon}$ such that for all $\epsilon \in (0, \tilde{\epsilon})$ and $\mathbf{P} = (P_1, \ldots, P_K) \in \overline{\Lambda}$ the map

$$L_{\epsilon, \mathbf{P}} = \pi_{\epsilon, \mathbf{P}} \circ L_\epsilon : K^\perp_{\epsilon, \mathbf{P}} \to C^\perp_{\epsilon, \mathbf{P}}$$

is surjective.

**Proof of Propositions 3.1 and 3.2.** We refer to [45] for proofs. \qed

We are now in a position to solve the equation

$$\pi_{\epsilon, \mathbf{P}} \circ S_\epsilon(w_{\epsilon, \mathbf{P}} + \Phi_{\epsilon, \mathbf{P}}) = 0. \tag{3.2}$$

Since $L_{\epsilon, \mathbf{P}}|_{K^\perp_{\epsilon, \mathbf{P}}}$ is invertible (call the inverse $L^{-1}_{\epsilon, \mathbf{P}}$) we can rewrite

$$\Phi = -L^{-1}_{\epsilon, \mathbf{P}} \circ \pi_{\epsilon, \mathbf{P}} \circ S_\epsilon(w_{\epsilon, \mathbf{P}})$$

$$-L^{-1}_{\epsilon, \mathbf{P}} \circ \pi_{\epsilon, \mathbf{P}} \circ N_{\epsilon, \mathbf{P}}(\Phi)$$

$$+L^{-1}_{\epsilon, \mathbf{P}} \circ \pi_{\epsilon, \mathbf{P}} \circ \overline{H}_{\epsilon, \mathbf{P}}(\Phi)$$

$$\equiv G_{\epsilon, \mathbf{P}}(\Phi), \tag{3.3}$$

where

$$N_{\epsilon, \mathbf{P}}(\Phi) = S_\epsilon(w_{\epsilon, \mathbf{P}} + \Phi)$$

$$-[S_\epsilon(w_{\epsilon, \mathbf{P}}) + S_\epsilon'(w_{\epsilon, \mathbf{P}})\Phi],$$

$$\overline{H}_{\epsilon, \mathbf{P}}(\Phi) = \frac{1}{|\Omega_e|} \int_{\Omega_e} h'(w_{\epsilon, \mathbf{P}}) \Phi,$$
and the operator $G_{\epsilon, P}$ is defined by (3.3) for $\Phi \in H^2_N(\Omega_\epsilon)$. We are going to show that the operator $G_{\epsilon, P}$ is a contraction on

$$B_{\epsilon, \delta} \equiv \{ \Phi \in H^2(\Omega_\epsilon) | \int_{\Omega_\epsilon} \Phi = 0, \| \Phi \|_{H^2(\Omega_\epsilon)} < \delta \}$$

if $\delta$ is small enough.

In fact we have the following lemma

**Lemma 3.3.** For $\epsilon$ sufficiently small, we have

$$\| N_{\epsilon, P}(\Phi) \|_{L^2(\Omega_\epsilon)} \leq C \| \Phi_{\epsilon, P} \|_{L^2(\Omega_\epsilon)}, \quad (3.4)$$

$$\| S_{\epsilon}(w_{\epsilon, P}) \|_{L^2(\Omega_\epsilon)} \leq C \epsilon, \quad (3.5)$$

$$| \overline{H}_{\epsilon, P}(\Phi) | \leq C \epsilon \| \Phi \|_{L^2(\Omega_\epsilon)}. \quad (3.6)$$

**Proof.** (3.4) follows from the mean value theorem since $h \in C^2(R)$ and $h$, $h'$, $h''$ are bounded real functions.

(3.6) follows since

$$| \overline{H}_{\epsilon, P}(\Phi) | \leq C \frac{1}{|\Omega_\epsilon|} \| \Phi \|_{L^2(\Omega_\epsilon)} \| h'(w_{\epsilon, P}) \|_{L^2(\Omega_\epsilon)} \leq C \epsilon \| \Phi \|_{L^2(\Omega_\epsilon)}.$$

The proof of (3.5) is the same as in [17].

Thus

$$\| G_{\epsilon, P}(\Phi) \|_{H^2(\Omega_\epsilon)} \leq \lambda^{-1}(\| \pi_{\epsilon, P} \circ N_{\epsilon, P}(\Phi) \|_{L^2(\Omega_\epsilon)}$$

$$+ \| \pi_{\epsilon, P} \circ S_{\epsilon}(w_{\epsilon, P}) \|_{L^2(\Omega_\epsilon)} + \| \pi_{\epsilon, P} \circ \overline{H}_{\epsilon, P}(\Phi) \|_{L^2(\Omega_\epsilon)})$$

$$\leq \lambda^{-1} C(c(\delta) \delta + \epsilon),$$

where $\lambda > 0$ is independent of $\delta > 0$ and $c(\delta) \to 0$ as $\delta \to 0$. Similarly we show

$$\| G_{\epsilon, P}(\Phi) - G_{\epsilon, P}(\Phi') \|_{H^2(\Omega_\epsilon)} \leq \lambda^{-1} C(c(\delta) + O(\epsilon^N)) \| \Phi - \Phi' \|_{H^2(\Omega_\epsilon)}$$

if $\delta, \epsilon$ are small enough and where $c(\delta) \to 0$ as $\delta \to 0$. Therefore $G_{\epsilon, P}$ is a contraction on $B_{\delta}$. The existence of a fixed point $\Phi_{\epsilon, P}$ now follows from the Contraction Mapping Principle and $\Phi_{\epsilon, P}$ is a solution of (3.3).

Because of

$$\| \Phi_{\epsilon, P} \|_{H^2(\Omega_\epsilon)} \leq \lambda^{-1}(\| N_{\epsilon, P}(\Phi_{\epsilon, P}) \|_{L^2(\Omega_\epsilon)}$$

$$+ \| S_{\epsilon}(w_{\epsilon, P}) \|_{L^2(\Omega_\epsilon)} + \| \overline{H}_{\epsilon, P}(\Phi_{\epsilon, P}) \|_{L^2(\Omega_\epsilon)})$$

$$\leq \lambda^{-1} C(\epsilon^1 + c(\delta)) \| \Phi_{\epsilon, P} \|_{H^2(\Omega_\epsilon)}$$
we have
\[ \| \Phi_{\epsilon,P} \|_{H^2(\Omega_\epsilon)} \leq C \epsilon. \]

We have proved

**Lemma 3.4.** There exists \( \epsilon > 0 \) such that for every \((N+1)\)-tuple \( \epsilon, P_1, \ldots, P_K \) with \( 0 < \epsilon < \tau \) and \( P = (P_1, \ldots, P_K) \in \mathcal{K} \) there is a unique \( \Phi_{\epsilon,P} \in K_{\epsilon,P} \) satisfying \( S_\epsilon(w_{\epsilon,P} + \Phi_{\epsilon,P}) \in C_{\epsilon,P} \) and
\[ \| \Phi_{\epsilon,P} \|_{H^2(\Omega_\epsilon)} \leq C \epsilon. \tag{3.7} \]

The next lemma is our main estimate.

**Lemma 3.5.** Let \( \Phi_{\epsilon,P} \) be defined by Lemma 3.4. Then we have
\[ J_\epsilon(w_{\epsilon,P} + \Phi_{\epsilon,P}) \tag{3.8} \]
\[ = \epsilon^N \left[ \frac{K}{2} I(V) - \beta_1 \epsilon \sum_{i=1}^{K} \kappa(P_i) \right. \]
\[ - \frac{1}{2} \sum_{k,l=1}^{K} (\gamma_{kl} + o(1)) V\left( \frac{|P_k - P_l|}{\epsilon} \right) + o(\epsilon) \left. \right], \]
where \( \beta_1 \) and \( \gamma_{kl} \) are introduced in Lemma 2.4 and Lemma 2.5, respectively.

**Proof.**
In fact, for any \( P \in \mathcal{K} \), we have
\[ \epsilon^{-N} J_\epsilon(w_{\epsilon,P} + \Phi_{\epsilon,P}) = \epsilon^{-N} J_\epsilon(w_{\epsilon,P}) + g_{\epsilon,P}(\Phi_{\epsilon,P}) + O(\| \Phi_{\epsilon,P} \|_{H^2(\Omega_\epsilon)}^2), \]
where
\[ g_{\epsilon,P}(\Phi_{\epsilon,P}) \]
\[ = \int_{\Omega_\epsilon} \sum_{i=1}^{K} (\nabla P_0 V_i \Phi_{\epsilon,P} + m P_0 V_i \Phi_{\epsilon,P}) - \int_{\Omega_\epsilon} h(\sum_{i=1}^{K} P_0 V_i) \Phi_{\epsilon,P} \]
\[ = \int_{\Omega_\epsilon} \left[ \sum_{i=1}^{K} h(V_i) - h(w_{\epsilon,P}) \right] \Phi_{\epsilon,P} + O(\epsilon^{N+1}) \]
\[ \leq \| \sum_{i=1}^{K} h(V_i) - h(w_{\epsilon,P}) \|_{L^2(\Omega_\epsilon)} \| \Phi_{\epsilon,P} \|_{L^2(\Omega_\epsilon)} \]
\[ \leq O(\epsilon^2) \]
for $N \geq 2$ by Lemma 3.3 and Lemma 3.4.

Estimate (3.8) now follows from Lemma 2.4 and Lemma 3.4. □

Finally, we show that $\Phi_{\epsilon, P}$ is actually smooth in $P$.

**Lemma 3.6.** Let $\Phi_{\epsilon, P}$ be defined by Lemma 3.4. Then $\Phi_{\epsilon, P} \in C^1$ in $P$.

**Proof.** Recall that $\Phi_{\epsilon, P}$ is a solution of the equation

$$\pi_{\epsilon, P} \circ S_\epsilon(w_{\epsilon, P} + \Phi_{\epsilon, P}) = 0 \tag{3.9}$$

such that

$$\Phi_{\epsilon, P} \in K_{\epsilon, P}^\bot. \tag{3.10}$$

By definition we easily conclude that the functions $\frac{\partial P_0 V_i}{\partial \tau_{P_{i,j}}}$ and $\frac{\partial^2 P_0 V_i}{\partial \tau_{P_{i,j}} \partial \tau_{P_{i,k}}}$ are $C^1$ in $P$. This implies that the projection $\pi_{\epsilon, P}$ is $C^1$ in $P$. Applying $\partial / \partial \tau_{P_{i,j}}$ gives

$$\pi_{\epsilon, P} \circ DS_{\epsilon}(w_{\epsilon, P} + \Phi_{\epsilon, P}) \left( \sum_{i=1}^{K} \frac{\partial P_0 V_i}{\partial \tau_{P_{i,j}}} + \frac{\partial \Phi_{\epsilon, P}}{\partial \tau_{P_{i,j}}} \right)$$

$$+ \frac{\partial \pi_{\epsilon, P}}{\partial \tau_{P_{i,j}}} \circ S_{\epsilon}(w_{\epsilon, P} + \Phi_{\epsilon, P}) = 0, \tag{3.11}$$

where

$$DS_{\epsilon}(w_{\epsilon, P} + \Phi_{\epsilon, P}) = \Delta - m + h'(w_{\epsilon, P} + \Phi_{\epsilon, P}) - \frac{1}{|\Omega_{\epsilon}|} \int_{\Omega_{\epsilon}} h'(w_{\epsilon, P} + \Phi_{\epsilon, P}).$$

We decompose $\frac{\partial \Phi_{\epsilon, P}}{\partial \tau_{P_{i,j}}}$ into two parts:

$$\frac{\partial \Phi_{\epsilon, P}}{\partial \tau_{P_{i,j}}} = \left( \frac{\partial \Phi_{\epsilon, P}}{\partial \tau_{P_{i,j}}} \right)_1 + \left( \frac{\partial \Phi_{\epsilon, P}}{\partial \tau_{P_{i,j}}} \right)_2,$$

where $\left( \frac{\partial \Phi_{\epsilon, P}}{\partial \tau_{P_{i,j}}} \right)_1 \in K_{\epsilon, P}$ and $\left( \frac{\partial \Phi_{\epsilon, P}}{\partial \tau_{P_{i,j}}} \right)_2 \in K_{\epsilon, P}^\bot$. We can easily conclude that

$$\left( \frac{\partial \Phi_{\epsilon, P}}{\partial \tau_{P_{i,j}}} \right)_1$$

is continuous in $P$ since

$$\int_{\Omega_{\epsilon}} \Phi_{\epsilon, P} \frac{\partial P_0 V_k}{\partial \tau_{P_{k,l}}} = 0, \quad k = 1, \ldots, K, \quad l = 1, \ldots, N - 1$$

and

$$\int_{\Omega_{\epsilon}} \frac{\partial \Phi_{\epsilon, P}}{\partial \tau_{P_{i,j}}} \frac{\partial P_0 V_k}{\partial \tau_{P_{k,l}}} + \int_{\Omega_{\epsilon}} \Phi_{\epsilon, P} \frac{\partial^2 P_0 V_k}{\partial \tau_{P_{i,j}} \partial \tau_{P_{k,l}}} = 0$$

for $k, i = 1, \ldots, K, \quad l, j = 1, \ldots, N - 1$. 

We can rewrite equation (3.11) as
\[
\pi_\epsilon \circ DS_\epsilon (w_{\epsilon, P} + \Phi_{\epsilon, P}) \left( \left( \frac{\partial \Phi_{\epsilon, P}}{\partial \tau_{P_i,j}} \right)_2 \right) + \pi_\epsilon \circ DS_\epsilon (w_{\epsilon, P} + \Phi_{\epsilon, P}) \left( \sum_{i=1}^{K} \frac{\partial P_0 V_i}{\partial \tau_{P_i,j}} + \left( \frac{\partial \Phi_{\epsilon, P}}{\partial \tau_{P_i,j}} \right)_1 \right) + \frac{\partial \pi_\epsilon}{\partial \tau_{P_i,j}} \circ S_\epsilon (w_{\epsilon, P} + \Phi_{\epsilon, P}) = 0.
\] (3.12)

As in the proof of Propositions 3.1 and 3.2, we can show that the operator
\[\pi_\epsilon \circ DS_\epsilon (w_{\epsilon, P} + \Phi_{\epsilon, P})\]
is invertible from \(K^\perp_{\epsilon, P}\) to \(C^\perp_{\epsilon, P}\). Then we can take the inverse of \(\pi_\epsilon \circ DS_\epsilon (w_{\epsilon, P} + \Phi_{\epsilon, P})\) in the above equation and the inverse is continuous in \(P\).

Since \(\frac{\partial P_0 V_i}{\partial \tau_{P_i,j}}, \left( \frac{\partial \Phi_{\epsilon, P}}{\partial \tau_{P_i,j}} \right)_1 \in K_{\epsilon, P}\) are continuous in \(P\) and so is \(\frac{\partial \pi_\epsilon}{\partial \tau_{P_i,j}}\), we conclude that \(\left( \frac{\partial \Phi_{\epsilon, P}}{\partial \tau_{P_i,j}} \right)_2\) is also continuous in \(P\). This is equivalent to \(C^1\)-dependence of \(\Phi_{\epsilon, P}\) on \(P\). The proof is finished. \(\square\)

4. The reduced problem: An Optimization Procedure

In this section, we study an optimization problem.

Fix \(P \in \overline{\Lambda}\). Let \(\Phi_{\epsilon, P}\) be the solution given by Lemma 3.4. We define a new functional
\[
M_\epsilon (P) = J_\epsilon (w_{\epsilon, P} + \Phi_{\epsilon, P}) : \overline{\Lambda} \to R.
\] (4.1)

We shall prove

**Proposition 4.1.** For \(\epsilon\) small, the optimization problem
\[
\max\{M_\epsilon (P) : P \in \overline{\Lambda}\}
\] (4.2)
has a solution \(P^\epsilon \in \Lambda\).

**Proof.** Since \(J_\epsilon (w_{\epsilon, P} + \Phi_{\epsilon, P})\) is continuous in \(P\), the optimization problem has a solution. Let \(M_\epsilon (P^*)\) be the maximum where \(P^* \in \overline{\Lambda}\). We claim that \(P^* \in \Lambda\).
In fact, for any \( P \in \Lambda \), by Lemma 3.5, we have
\[
M_\epsilon(P) = \epsilon^N \left[ \frac{K}{2} I(V) - \epsilon \beta_1 \left( \sum_{i=1}^{K} \kappa(P_i) \right) \right]
- \frac{1}{2} \sum_{k,l=1,\ldots,K,k \neq l} (\gamma_{kl} + o(1)) V\left( \frac{|P_k - P_l|}{\epsilon} \right) + o(\epsilon).
\]
Since \( M_\epsilon(P^e) \) is the maximum, we have
\[
\beta_1 \sum_{i=1}^{K} \kappa(P_i^e) + \frac{1}{\epsilon} \sum_{k \neq l} \left( \frac{1}{2} \gamma_{kl} + o(1) \right) V\left( \frac{|P_k^e - P_l^e|}{\epsilon} \right) \leq \beta_1 \sum_{i=1}^{K} \min_{P \in \Gamma_i} \kappa(P) + \epsilon \sum_{k \neq l} \left( \frac{1}{2} \gamma_{kl} + o(1) \right) V\left( \frac{|P_k - P_l|}{\epsilon} \right) + o(\epsilon)
\]
for any \( P = (P_1^e, \ldots, P_K^e) \in \Lambda \). Choose \( P_i^e \) such that \( \kappa(P_i^e) \to \min_{P \in \Gamma_i} \kappa(P) \) for \( i = 1, 2, \ldots, K \) and \( V\left( \frac{|P_k^e - P_l^e|}{\epsilon} \right) \to 0 \) for \( k \neq l \). This implies that
\[
\beta_1 \sum_{i=1}^{K} \kappa(P_i^e) + \frac{1}{\epsilon} \sum_{k \neq l} \left( \frac{1}{2} \gamma_{kl} + o(1) \right) V\left( \frac{|P_k^e - P_l^e|}{\epsilon} \right) \leq \beta_1 \sum_{i=1}^{K} \min_{P \in \Gamma_i} \kappa(P) + \epsilon \sum_{k \neq l} \left( \frac{1}{2} \gamma_{kl} + o(1) \right) V\left( \frac{|P_k - P_l|}{\epsilon} \right) + o(\epsilon)
\]
for any \( \delta > 0 \).

Note that \( \partial \Lambda \subset \{ P_i^e \in \partial \Gamma_i \text{ or } V\left( \frac{|P_k^e - P_l^e|}{\epsilon} \right) = \epsilon \eta \} \). Hence if \( P^e \in \partial \Lambda \), we have that either
\[
\kappa(P_i^e) \geq \min_{P \in \partial \Gamma_i} \kappa(P) \geq \min_{P \in \Gamma_i} \kappa(P) + 2 \eta_0
\]
for some \( i = 1, \ldots, K \) and \( \eta_0 > 0 \) (by condition (1.5)) or
\[
\frac{1}{\epsilon} V\left( \frac{|P_k - P_l^e|}{\epsilon} \right) = \eta
\]
for some \( k \neq l \).

Therefore, if \( P^e \in \partial \Lambda \) we have
\[
\beta_1 \sum_{i=1}^{K} \kappa(P_i^e) + \frac{1}{\epsilon} \sum_{k \neq l} \left( \frac{1}{2} \gamma_{kl} + o(1) \right) V\left( \frac{|P_k^e - P_l^e|}{\epsilon} \right) \geq \beta_1 \sum_{i=1}^{K} \min_{P \in \Gamma_i} \kappa(P) + \min_{P \in \Gamma_i} (\beta_1 \eta, \min_{P \in \Gamma_i, V\left( \frac{|P_k - P_l|}{\epsilon} \right) = \eta} \gamma_{kl})
\]
Note that \( \min_{P \in \Gamma_i, V\left( \frac{|P_k - P_l|}{\epsilon} \right) = \eta} \gamma_{kl} \geq \inf_{\tau \in \Sigma_1} \tau \geq \delta_0 > 0 \) since for any \( \tau \in \Sigma_1 \) we have
\[
\tau = \int_{R^N} h(V)e^{\sqrt{m(b,y)}} = \frac{1}{2} \int_{R^N} h(V)e^{\sqrt{m(b,y)}} > 0.
\]
This is a contradiction to (4.3) if we choose \( \delta \) small enough.

It follows that \( P \in \Lambda \).

This completes the proof of Proposition 4.1. \( \square \)

5. PROOF OF THEOREM 1.2

In this section, we apply results of Sections 3 4 to prove Theorem 1.1, Theorem 1.2 and Corollary 1.3. It remains to prove Theorem 1.2. The other proofs are similar.

**Proof of Theorem 1.2.** By Lemma 3.4 and Lemma 3.6, there exists \( \epsilon_0 \) such that for \( \epsilon < \epsilon_0 \) we have a \( C^1 \)-map which, to any \( P \in \Lambda \), associates \( \Phi_{\epsilon, P} \in \mathcal{K}_{\epsilon, P}^1 \) such that

\[
S_\epsilon(w_{\epsilon, P} + \Phi_{\epsilon, P}) = \sum_{k=1,\ldots,K; l=1,\ldots,N-1} \alpha_{kl} \frac{\partial P_k V_k}{\partial \tau_{P_{ki}}} \tag{5.1}
\]

for some constants \( \alpha_{kl} \in \mathbb{R}^{K(N-1)} \).

By Proposition 4.1, we have \( P \in \Lambda \), achieving the maximum of the optimization problem in Proposition 4.1. Let \( \Phi_\epsilon = \Phi_{\epsilon, P} \) and \( v_\epsilon = w_{\epsilon, P} + \Phi_{\epsilon, P} \).

Then we have

\[
\frac{\partial}{\partial \tau_{P_{ij}}} |_{P = P'} M_\epsilon (P') = 0, \quad i = 1, \ldots, K, \quad j = 1, \ldots, N - 1.
\]

Hence we have

\[
\int_{\Omega_\epsilon} \nabla v_\epsilon \nabla \left( \frac{\partial (w_{\epsilon, P} + \Phi_{\epsilon, P})}{\partial \tau_{P_{ij}}} |_{P = P'} + m v_\epsilon \frac{\partial (w_{\epsilon, P} + \Phi_{\epsilon, P})}{\partial \tau_{P_{ij}}} |_{P = P'}\right) \nonumber
\]

\[
- h(v_\epsilon) \frac{\partial (w_{\epsilon, P} + \Phi_{\epsilon, P})}{\partial \tau_{P_{ij}}} |_{P = P'} = 0.
\]

Thus

\[
\int_{\Omega_\epsilon} \nabla v_\epsilon \nabla \left( \frac{\partial (P_0 V_i + \Phi_{\epsilon, P})}{\partial \tau_{P_{ij}}} |_{P = P'} \right) + m v_\epsilon \frac{\partial (P_0 V_i + \Phi_{\epsilon, P})}{\partial \tau_{P_{ij}}} |_{P = P'} - h(v_\epsilon) \frac{\partial (P_0 V_i + \Phi_{\epsilon, P})}{\partial \tau_{P_{ij}}} |_{P = P'} = 0
\]

for \( i = 1, \ldots, K \) and \( j = 1, \ldots, N - 1 \). Because of

\[
w_{\epsilon, P} + \phi_{\epsilon, P} \in X
\]

we have

\[
\int_{\Omega_\epsilon} [w_{\epsilon, P} + \phi_{\epsilon, P}] = 0.
\]
Differentiating both sides, we have
\[ \int_{\Omega_\epsilon} \frac{\partial (w_{\epsilon, \mathbf{p}} + \phi_{\epsilon, \mathbf{p}})}{\partial \tau_{P_{i,j}}} = 0. \]
This implies that
\[ \int_{\Omega_\epsilon} S_{\epsilon} (v_{\epsilon}) \frac{\partial (w_{\epsilon, \mathbf{p}} + \phi_{\epsilon, \mathbf{p}})}{\partial \tau_{P_{i,j}}} = 0. \]
Therefore we have
\[ \sum_{k=1, \ldots, K; j=1, \ldots, N-1} \alpha_{kl} \int_{\Omega_\epsilon} \frac{\partial P_{0}V_{k}}{\partial \tau_{P_{k,l}}} \frac{\partial (P_{0}V_{i} + \Phi_{\epsilon, \mathbf{p}})}{\partial \tau_{P_{i,j}}} = 0. \quad (5.2) \]
Since \( \Phi_{\epsilon, \mathbf{p}} \in K_{\epsilon, \mathbf{p}}^+ \), we have that
\[ \left| \int_{\Omega_\epsilon} \frac{\partial P_{0}V_{k}}{\partial \tau_{P_{k,l}}} \frac{\partial \Phi_{\epsilon, \mathbf{p}}}{\partial \tau_{P_{i,j}}} \right| = \left| - \int_{\Omega_\epsilon} \frac{\partial P_{0}V_{i}}{\partial \tau_{P_{k,l}}} \frac{\partial \Phi_{\epsilon, \mathbf{p}}}{\partial \tau_{P_{i,j}}} \right| \leq \| \frac{\partial^2 P_{0}V_{i}}{\partial \tau_{P_{k,l}} \partial \tau_{P_{i,j}}} \|_{L^2} \| \Phi_{\epsilon, \mathbf{p}} \|_{L^2} = O(\epsilon^{-1}). \]
Note that by Proposition 2.2
\[ \int_{\Omega_\epsilon} \frac{\partial P_{0}V_{k}}{\partial \tau_{P_{k,l}}} \frac{\partial P_{0}V_{i}}{\partial \tau_{P_{i,j}}} = \frac{1}{\epsilon^2} \delta_{ik} \delta_{lj} (A + o(1)), \]
where
\[ A = \int_{\mathbb{R}^N} (\frac{\partial V}{\partial y_1})^2 > 0. \]
Thus equation (5.2) becomes a system of homogeneous equations for \( \alpha_{kl} \) and the matrix of the system is nonsingular since it is diagonally dominant. So \( \alpha_{kl} \equiv 0, k = 1, \ldots, K, l = 1, \ldots, N - 1. \)

Hence \( v_{\epsilon} = w_{\epsilon, \mathbf{p}} + \Phi_{\epsilon, \mathbf{p}} \) is a solution of (1.2).

By our construction, it is easy to see that \( \epsilon^\kappa J_{\epsilon} (v_{\epsilon}) \rightarrow \frac{K}{2} I(V) \) and \( v_{\epsilon} \) has only \( K \) local maximum points \( Q_{1}^\epsilon, \ldots, Q_{K}^\epsilon \) and \( Q_{i}^\epsilon \in \partial \Omega \). By the structure of \( v_{\epsilon} \) we see that (up to a permutation) \( Q_{i}^\epsilon - P_{i}^\epsilon = o(1) \). This proves Theorem 1.2.

Theorem 1.1 follows from Theorem 1.2 by taking \( \Gamma_{i} = \Gamma, i = 1, \ldots, K \).

Finally, we prove Corollary 1.3.

If \( \Omega \) is not a ball, then \( \kappa (P) \) has a local minimum on some relatively open set \( \Gamma \), Theorem 1.1 can be applied.
If $\Omega$ is a ball, Corollary 1.3 follows by using perturbation theory in symmetric spaces. See [27] and [29]. □
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