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Abstract

There has been an increasing interest in the finance literature regarding the impact of
transactions costs on US equity markets. The US empirical evidence indicates that transactions
costs influence both trading volume (Atkins and Dyl (1997)) and asset returns (Amihud and

Mendelson (1986)). Additionally, the theoretical finance literature also indicates that

transactions costs affect equilibrium asset returns (Fisher (1994)).

In this thesis we assess the impact of transactions costs on the UK equity markets, from four
aspects. Firstly, we provide empirical support to the hypothesis that transactions costs affect
the “holding period” of an asset in the portfolio of an investor. Secondly, we provide robust
results showing that transactions costs affect equilibrium asset returns. Thirdly, we explain the
variability of transactions costs with the use of information asymmetry, proxied by the
variance of analysts’ forecasts, 1n the spirit of Kim and Verrecchia (1994, 2001). Finally, we
find that stock price and trading volume reaction to changes in the FISE 100 list can be

explained by liquidity effects, as proxied by the bid-ask spread.

We provide overwhelming evidence, suggesting that transactions costs are important in UK

equity markets.
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Introduction

lransactions costs are an important aspect of security trading, and may have several
effects, on prices and investor portfolios, some of which are not intuitively obvious.
Essentially, transactions costs in stock markets fall into two categories, direct trading costs
and 1ndirect trading costs. The direct trading costs include the market makers bid-ask
spread, the brokerage fees, and any transaction taxes, such as stamp duty. The indirect
costs include the costs of acquiring and processing information about share values,

companies, market movements and any other information which may be relevant to the

decision to trade.

In this thesis we aim to provide a comprehensive analysis of the impact of transactions
costs, proxied by the bid-ask spread in the UK stock market, by looking at transactions
costs from four difterent empirical aspects. Eventhough, transactions costs are a
fundamental aspect of trading, the research into this area is relatively limited. The reason
for this is that the availability of transaction data was very limited for a number of years.
However, 1n more recent years transaction data has become more readily available and we

can therefore provide more insight into the influence of transactions costs in stock markets.

The aim of the work is to look at transactions costs from various empirical perspectives.

This will provide us with the evidence required to determine the importance of transactions

costs 1in the UK stock market.

The thesis is organised as follows: Chapter 1 presents a review of the existing literature on
transactions costs. In this literature review, we begin by looking at the different types ot
transactions costs and the importance of transactions costs with respect to the UK stock

market. We then focus the review upon the bid-ask spread. The reason for this 1s that the



other measures of transactions costs are either heterogeneous (brokerage fees), difficult to

measure (opportunity costs), or are only relevant to large trades (price impacts). We go on
and review the literature on the bid-ask spread, the relationship between the bid-ask spread,
trading volume, information asymmetry and finally estimates of the bid-ask spread in
different equity markets. The review of the literature gives the reader an insight of the

current status of the transactions costs literature and gives a flavour of the research that the

thesis entails.

Chapter 2 looks at the relationship between the holding period of a common stock and
transactions costs. Amihud and Mendelson (1986), Constantinides (1986) and Wilcox
(1993) provide a theoretical basis for the proposition that assets with higher transactions
costs are held by investors for longer holding periods as they are traded less frequently.
Atkins and Dyl (1997) bring empirical support to this hypothesis by documenting a
positive relationship between transactions costs and holding periods for common stocks in
the NYSE and the NASDAQ. We provide some explicit theoretical rationale for the
postulated relationship and following Atkins and Dyl (1997) we test the same hypothesis in
the context of the FTSE All Share common stocks between 1990 and 2000. We extend the
econometric model by the inclusion of the skewness of returns, to approximate any non-
linearity present in the specification. We find that there 1s overwhelming evidence to

suggest that there 1s a positive relationship between transactions costs and holding periods

for common stocks 1in the UK stock market.

Chapter 3 looks at transactions costs with respect to asset pricing. Generally speaking the
asset pricing literature tends to not incorporate transactions costs in their models. A
possible reason for this could be that Constantinides (1986) argued that proportional

transactions costs can only have a small impact on asset prices. However, the problem with



his equilibrium model is the Infrequent trading that implies for agents. Calibrating this

model may understate the effect of transactions costs on asset prices given the much higher

levels of trading that we observe empirically.

Following this, in Chapter 3 we test for the inclusion of the bid-ask spread 1n the
consumption CAPM, in the UK stock market over the time period of 1980-2000. Two
econometric models are used; first, Fisher’s (1994) asset pricing model is estimated by

GMM, and second, the VAR approach proposed by Campbell and Shiller (1988a) is

extended to include the bid-ask spread. Overall the statistical tests are unable to reject the

bid-ask spread as an independent explanatory variable in the C-CAPM. This leads to the

conclusion that transactions costs should be included in asset pricing models.

Chapter 4 1nvestigates the relationship between the bid-ask spread and information
asymmetry. In estimating functions that determine the bid-ask spread in the US equity
market, Atkins and Dyl (1997) and Glosten and Harris (1988) include measures of the
volatility of returns in their set of explanatory variables to proxy the risk of adverse
selection to which the market maker 1s exposed. They find that volatility is significant in

explaining the spread.

We suggest that an augmented model of the spread should include additional variables and
more specifically the reported disagreement amongst market analysts regarding the firms’
earnings. Such variability will lead to increases 1n the bid-ask spread as it leaves market

makers at an additional informational disadvantage with respect to informed traders (Kim

and Verrecchia, 1994, 2001).



We find that both the volatility of returns and disagreement amongst analysts are
significant (with the hypothesised signs) in explaining FTSE 100 company spreads,
rendering strong empirical support to the hypotheses proposed by Kim and Verrecchia
(1994, 2001). The influence of the variability of analysts’ forecasts is significant over short
horizons and thereafter tapers off. The volatility of returns exerts a significant and positive

influence on the spread over all horizons. This modelling approach confirms that one of the

major determinants of the bid-ask spread is information asymmetry.

In Chapter 5 we attempt to explain stock price and trading volume reaction in the status of
the company as a participant in the FTSE 100, with the use of “liquidity effects”, as
proxied by the bid-as spread. The chapter examines the effect on the returns of firms that
have been included to and deleted from the FTSE 100 over the time period of 1984-2001.
Like the S&P 500 listing studies, we find that the price and trading volume of newly listed
(deleted) firms increases (decreases). The evidence i1s consistent with the information
cost/liquidity explanation. This 1s because investors hold stocks with more (less) available
information, consequently implying that they have lower (higher) trading costs. This

explains the increase (decrease) in the stock price and trading volume of newly listed

(deleted) stocks to (from) the FTSE 100 list.



Chapter 1

Literature Review On Transactions Costs

1.1 Introduction

Iransactions costs have immediate practical value for investors. porttolio managers,
exchange officials, and regulators. These groups have considerable interest in the
relationship between the structure of security markets and transactions costs.! Indeed the

growth of alternative trading systems may be linked to efforts by large traders to reduce

their transactions costs.

I'he increased interest in these issues has stimulated rapid growth in the literature on
transactions costs, over the past ten years. The problem with transactions costs literature is
that the data sets required to analyze many points of interest are difficult to obtain. In
particular, publicly available databases do not indicate whether a trade was a buy or sell or
whether a trade represented all or part of the desired order quantity. Furthermore,
1dentifying the trades of institutional investors is difficult to impossible with publicly

available data.

Recently however, detailed trading data from institutional traders has become available,
which greatly expands researchers’ understanding of the trading process and costs. The

objective of this literature review 1s to summarize the findings ot the recent literature on

equity transactions costs.

! Christie et al (1994) find evidence that NASDAQ dealers engage in “implicit collusion” to keep spreads

above competitive levels.

(N



1.2 Measuring Transactions Costs

Evidence shows that execution costs can be large, often enough to substantially reduce or
even eliminate the notional return on an investment strategy.” This means that it is
important to measure, analyze and control transactions costs. The key 1s to distinguish

between the major components of transactions costs. There are two major components of

transactions costs, explicit and implicit transactions costs.

Explicit costs mainly comprise of commissions charged by brokers. However, they do also
include tees, stamp duties and so on, for which there is an explicit accounting charge.
Commuissions vary, averaging 0.2% of trade value overall, and have been declining. They
vary by price, market mechanism and broker type. For example, crossing networks (where
natural buyers and sellers are matched at predetermined prices without intervention by a
market maker) charge as little as 2% per share, whereas commissions on difficult trades
executed by specialist brokers may be as high as 10-15% per share.” Trades are also liable
to implicit costs, which are more difficult to measure. They consist of three major

components, price impacts, opportunity costs and the bid-ask spread. We will now brietly

look at each of them 1n turn.

1.2.1 Price Impacts

Institutions make large trades and demand increasing liquidity from markets. As a result,
their trades often move prices in the direction of the trade, resulting in "market impact” or
"'orice impact”. The price impact of large trades varies with trade size and market

capitalisation. Madhaven and Chang (1997) examine US data and find that the market

2 For more details see Keim and Madhaven (1998).

3 We provide evidence of commission charges from the New York Stock Exchange (NYSE).



impact of large (block) transactions for illiquid stocks in the smallest 20% of market

capitalisation range from 3.04% for the smallest blocks to 6.21% for the largest blocks.

In contrast, Keim and Madhaven (1996) produce a study of block trades in very liquid
Dow Jones Industrial stocks and over an average of 30 stocks they find relatively small
price impacts, ranging from 0.15% to 0.18%. Finally, costs vary by time of day. Some

studies document systematically higher costs at the close, a period when imbalances are

often large and dealers are reluctant to carry inventories overnight.

1.2.2 Opportunity Costs

Opportunity costs are associated with missed trading opportunities. Trades are often
motivated by information whose value decays over time. Opportunity cost is incurred
when an order is only partially filled or is not executed at all, as well as when an order i1s

executed with a delay, during which the price moves against the trader.

These costs are difficult to measure and depend on the discretion that a trader has to
execute orders. One accepted method computes opportunity cost by measuring the
difference in performance between a portfolio based on actual trades and a hypothetical
portfolio whose returns are computed with the assumption that transactions were executed

at prices observed at the time of the trading decision. The difference is called "performance

shortfall”.

1.2.3 Bid-Ask Spreads

One of the most important characteristics that investors look for in an organized financial
market is liquidity. Liquidity is the ability to buy or sell significant quantities of a security

quickly, anonymously, and with relatively little price impact. To maintain liquidity, many



organized exchanges use market makers, which are individuals who stand ready to buy or

sell whenever the public wishes to buy or sell. In return for providing liquidity, market
makers are granted monopoly rights by the exchange to post different prices for purchases

and sales. They buy at the bid price, P, and sells at a higher ask price P . This ability to

buy low and sell high is the market makers’ primary source of compensation for providing

liquidity. Their compensation i1s defined as P

a

— I, , which 1s intern defined as the bid-ask

spread.

The bid-ask spread varies depending on the stocks’ liquidity. Quoted spreads vary widely,
from less then 0.3% tor the most liquid (largest market capitalization) stocks to 4-6% for

the least liquid (smallest market capitalization) stocks.”

There is however a problem with quoted spreads in that they often overstate true bid-ask
spreads because trades are often executed inside the quoted spread, especially for
exchange-listed stocks, by traders on the exchange floor. Also, bid and ask prices tend to
rise after a buy order (or fall after a sell order). To eliminate the effect of these biases,
researchers study actual transaction prices to measure effective bid-ask spreads that

approximate the true spread more closely. Studies such as Lee (1993) confirm that

effective spreads are, on average, lower then quoted spreads.

Demsetz (1968) provides the first formal definition of the bid-ask spread. He says that
transaction costs may be defined as the cost of exchanging ownership titles. In the specific
case of the FTSE, it is the cost of exchanging titles to money and to shares of stock. It 1s
possible to increase or decrease this cost by a more or less inclusive definition of which

activities are to be counted as transaction activities. From one viewpoint the cost of

4 Gee Loeb (1983), Keim (1989) and Hong and Stoll (1996) for further details.




producing assets is necessary to the exchange of assets, whereas. from another vViewpoint.
only titles to assets need be produced for exchange to take place, the production of the
assets themselves can be postponed indefinitely. One could also include in transaction cost
the cost of being informed about the general nature of the market, the cost of making
phone calls to one’s broker or of reading the financial pages. Transaction cost is defined
narrowly as the cost of using the FTSE to accomplish a quick exchange of stock for

money. Broader interpretations lead to extremely difficult empirical and conceptual

problems.

Given that titles to assets exist, given that decisions to exchange these titles have been
made, and given that brokers or sales representatives have been informed of these
decisions, what are the costs to buyers and sellers of using the FTSE to contract with each
other. These remaining costs comprise transaction cost as the term that is used in this
literature review. On the FISE, two elements comprise almost all of transaction costs,
brokerage fees and bid-ask spreads. Transter taxes could be included, but it 1s expedient to

concentrate our attention on the two major components.

The inclusion of the bid-ask spread in transaction costs can be understood best by
considering the neglected problem of "immediacy” in supply and demand analysis.
Predictable immediacy is a rarity in human actions, and to approximate it requires that
costs be borne by persons who specialize in standing ready and waiting to trade with the

incoming orders of those who demand immediate servicing of their orders.

The bid-ask spread is the markup that is paid for predictable immediacy of exchange in

organized markets; in other markets, it 1s the inventory markup of retailer or wholesaler.



A person who plays an important role in these submarkets in the FTSE is the specialist.
T'he specialist earns his income in two ways: by managing orders and by assuming risk.
T'he former role is to manage orders left with him by traders who desire to move to other
positions on the floor of the exchange. In this role, the specialist acts as a broker; he
matches buy and sell orders. If he matches an order left to his care with an order that is
subsequently presented to him by another floor trader, the specialist shares in the

commission charged to the customer by the floor trader. This is the specialist’s first source

of income and 1n earning this income he serves as an information repository.

In his second role, the specialist may step in to match the order left with him by trading for
his own account. If he does so, he acts as a trader and receives no part of the commission
charged to the customer. Thus, it the first trader presents an order to sell (or buy) and the
specialist buys (or sells) for his own account to match the trader’s order, he does not earn
any share of commissions on the exchange. However, such an operation can generate
income for the specialist from other sources. He can engage 1n an opposite trading action at
a preferential price differential later. If he buys for his own account, he can hope to resell

later at a higher price than he paid; if he sells for his own account, he can expect to

repurchase later at a lower price than he paid.

The specialist earns income through buying and selling for his own account by standing
ready to step in during periods when bid-ask quotations, submitted by outsiders are too far
apart to keep trade active without wide jumps in price. The specialist can increase the
rapidity of exchange with narrower price movements during such periods by offering a

narrower bid-ask spread than outsiders are currently submitting.

10



This role of the specialist involves Judgment, investment, and risk-taking; it is a role that is

ditficult to computerize completely, although computer programs conceivably could aid
the specialist in playing this role. The investment involved is common to that made by
other inventory specialists such as retailers and wholesalers of commodities. It is the
willingness to invest in inventory and to stand ready to exchange in order to offer quicker
exchange at given cost to ultimate buyers and sellers. What makes the specialist important
In this process is that he is obligated to fellow members of the exchange to make a market
for the securities in which he specializes. If there exists no quotation from outsiders that is
‘'reasonably” narrow, he must offer one of his own to facilitate trading. The specialist
hopes, of course, to realize a profit on inventory turnover. Specialists in all types of
markets perform essentially these same functions. All would like to acquire Inventory at
low prices and resell at high prices and to do so very rapidly, but competitive forces, to be
discussed later, are at work in varying degrees in these markets and the stronger are these

forces the closer will these markups be to the cost of waiting and carrying inventory.

It 1s apparent from the discussion that under competitive conditions the bid-ask spread, or
markup will measure the cost of making transactions without delay. A person who has just
purchased a security and who desires immediately to resell it will, on the average, be
forced to suffer a markdown equal to the spread found 1n the market place. This markdown
(plus brokerage commissions) measures the cost of an immediate round-trip exchange.
Under less competitive conditions, this spread may somewhat exaggerate the underlying
cost to those who stand ready and waiting of quick round-trip transactions, but, for any
given degree of competition (since brokerage commissions do not vary with the time taken
to complete a transaction), differences 1n spread will indicate differences in the cost of
quick exchange. The typical spread for one security may be twice the percentage of price

that it is for another; this can be taken to indicate that the cost of quick exchange per dollar

[



Invested in the first security is greater than it is for the second, and, perhaps, approximately
twice as great. The spread, of course, can be thought of as measuring twice the cost of a
one-way transaction; the last transaction price may be $40 and the currently quoted spread

may ask $40.5 and bid $39.5, so that a market order pays a half point penalty relative to the

last transaction price.

It the cost of quick exchange is higher for one asset than it is for another, we may assume
that the cost of exchanging with any given time delay will be higher also, although not
necessarily proportionately higher. The forces at work in determining the cost of quick
exchange, we shall see, are not such that they can be expected to work in opposite
directions if we increase the time interval during which an exchange 1s concluded. Hence,
the analysis, which follows can be, expected to determine the identity of variables and to
measure the direction of their effect on the cost of making transactions in highly organized
markets whatever the time allowed to conclude an exchange. The magnitude of the effects

measured, however, can be associated with quick exchange only.

The bid-ask spread and the commission brokerage are determined by different procedures
and institutional arrangements. Generally, commission brokerage depends only on the
price of a share and is independent of whether or not the executed order 1s a market or limit
order. The relationship of commissions to prices is established collectively by members of
the FTSE. The spread is determined by persons acting individually, by specialists, by tloor-
traders or by outsiders submitting market or limit orders. The spread component of
transaction cost will vary according to several aspects of the market for a security. The
structural requirements for competition are more clearly in evidence in determining the

spread than they are in determining brokerage COmMMISSIONS.



1.3 The Importance of Transactions Costs in Equity Markets

The diminutive size of typical spreads also belies their potential importance in determining
the time-series properties of asset returns. For example, Phillips and Smith (1980) show
that most of the abnormal returns associated with particular options trading strategies are
eliminated when the costs associated with the bid-ask spread are included. Blume and
Stambaugh (1983) argue that the bid-ask spread creates a significant upward bias in mean
returns calculated with transaction prices. More recently, Keim (1989) shows that a
significant portion of the January etfect (the fact that smaller capitalisation stocks seem to
outperform larger capitalisation stocks over the few days surrounding the turn of the year),
may be attributable to closing prices recorded at the bid price at the end of December and

closing prices recorded at the ask price at the beginning of January.

Even if the bid-ask spread remains unchanged during this period, the movement from bid
to ask is enough to yield large portfolio returns, especially for lower-priced stocks for
which the percentage bid-ask spread is larger. Since low-priced stocks also tend to be low-
capitalisation stocks, Keim’s (1989) results do offer a partial explanation for the January
effect. Empirically, Atkins and Dyl (1990) discover that stocks that exhibit a large price
decline (losers) subsequently earn significant abnormal returns. They also find evidence
that stocks that exhibit a large price increase (winners) subsequently earn negative
abnormal returns. However when they incorporate the bid ask spread in their analysis, they
conclude that traders could not profit from the price reversals that they observe. This

implies that the Efficient Market Hypothesis remains intact once transactions costs have

been accounted for.

13



Demsetz (1968) presents statistical evidence, which suggests that the bid-ask spread and
the price of a security are positively related. This implies that when transaction costs
Increase the price of a security increases and vice versa. This is logical and intuitive. This

gives strong empirical evidence that transactions costs are important with respect to

security valuation.

Constanitindes (1986) took the Demestz (1968) analysis a step further by developing a
two-asset intertemporal model to assess the importance of transactions costs. Initially in
the model there were no transactions costs and the investor resulted in an iscelastic utility
of consumption. The implication of this is that the optimal investment policy is the ratio of
the two asset values 1n the portfolio. When the model 1s modified to introduce proportional

transactions costs a simple investment policy 1s determined by a region of no transactions,
which 1s an interval on the real line: an investor refrains from transacting as long as the
ratio of asset values lies in this interval. The region of no transactions 1s wide, and,

therefore, an investor’s demand for the assets 1s sensitive to the current composition of the

portfolio.

Constantinides (1986) also discovers that the demand for one of the two assets over time,
which is subject to transactions costs, 1S substantially reduced. This 1s due to the fact that
investors accommodate large transactions costs by drastically reducing the frequency and
volume of trade. In addition he finds that transactions costs have only a second-order effect
on equilibrium asset returns. This is because investors’ expected utility of the future
consumption stream is insensitive to deviations of the asset proportions that are optimal 1n
the absence of transactions costs. This suggests that a small liquidity premium is sufticient

to compensate an investor for deviating significantly from the target portfolio proportions.

14



I'wo very important conclusions arise from the Constantinides (1986) study. First,
transactions costs have only a second-order effect on equilibrium asset returns. This means

that they can be ignored in the real asset pricing theory since they have only second-order

effects on the theory’s empirically testable implications.

Second, transactions costs have a first-order effect on the assets’ demand, which implies
that they effect the trading strategy of an investor.” This is because if they aftect assets’
demand then they directly effect the holding period of the asset. Therefore, from this

analysis we can conclude that transactions costs are a relevant factor in explaining the

holding period of a common stock, but are irrelevant in asset pricing.

The presence of the bid-ask spread complicates matters in several ways. Instead of one
price for each security, there are now three: the bid price, the ask price, and the transaction
price which need not be either the bid or the ask (although in some cases it 1s), nor need it
lie in between the two (although in most cases it does). How should returns be calculated,
from bid-to-bid, ask-to-bid, etc.? Moreover, as random buys and sells arrive at the market,
prices can bounce back and forth between the ask and the bid prices, creating spurious

volatility and serial correlation in returns, even if the economic value of the security 1s

unchanged.

1.3.1 The Bid-Ask Bounce

To account for the impact of the bid-ask spread on the time-series properties of asset

returns, Roll (1984) proposes the following simple model. Denote by £ * the fundamental

value of a security in a frictionless economy at time t, and denote by § the bid-ask spread

[ —
5 Trading strategy is defined as the holding period of a common stock.



(see Glosten and Milgrom [1985], for example). Then the observed market price P can be

{

written as:
R=R*+L—S— (1.1)
2
. N .
= +1 with probability — (buyer-initiated)
[ 1D i (1.2)
= —1 with probability —2— (seller-initiated)

where I, 1s an order-type indicator variable, indicating whether the transaction at time t is

at the ask (buyer-initiated) or at the bid (seller-initiated) price. The assumption that P * | 1s

the fundamental value of the security implies that E[I,|=0, hence

Pr(l,=1)=Pr(I,=-1)==. Assume for the moment that there are no changes in the

1
2

fundamentals of the security; hence P*= P* is fixed through time. Then the process tor

price changes AP is given by

[

S
AP =A1:;*+(1,—1,_1):;-=(1[-1,_1)-2-, (1.3)

given that I is assumed to be IID the variance, covariance, and autocorrelation of AP

can be easily computed as follows:

S2
Var[AP;]=—-—2— (1.4)
S2
Cov[AP,__l,AR]'—""I (1.5)
COV[AP;_;(’APr]:O k>1 (1.6)

16



]
Corr[AR_l,A})t]z——-_ (IT)

2

Despite the fact that fundamental value P*, is fixed, AP exhibits volatility and negative

4 !

serial correlation as the result of bid-ask bounce. The intuition behind this is the followin Q:
If P* 1s fixed so that prices take on only two values, the bid and the ask, and if the current
price 1s the ask, then the price change between the current price and the previous price
must be either O or S and the price change between the next price and the current price
must be either O or —§ . The same argument applies if the current price is the bid; hence
the serial correlation between adjacent price changes is non-positive. From the above
equations we can see that the larger the spread §, the higher the volatility and the first-
order autocovariance, both increasing proportionally so that the first-order autocorrelation
remains constant at -2. We can see from (1.6) that the bid-ask spread does not induce any

higher-order serial correlation.

Now let the fundamental value P * change through time, but suppose that its increments

are serially uncorrelated and independent of 1, 2 Then (1.5) still applies, but the first-order

autocorrelation (1.7) 1s no longer 1 because of the additional variance of AP, *, 1n the

2

denominator. Specifically if o~ (AP *) is the variance of AP, *, then

S’ /4 g
CO?‘F[AR#I,AR]=WSO. ( - )

.
6 Roll (1984) argues that price changes must not be serially correlated in an informationally efficient market.

However, Leroy (1973) and Lucas (1978) show that this need not be the case.

17



Although (1.5) shows that a given spread § implies a first-order autocovariance of

2 ; .. :
—5° /4, the logic may be reversed so that a given autocovariance coefficient and value of

p 1mply a particular value for S . Solving for § in (1.5) gives the following solution

S =2,/-Cov|AP_,,AP], (1.9)

[

hence S may be easily estimated from the sample autocovariances of price changes.

Estimating the bid-ask spread may seem meaningless given the fact that bid-ask quotes are
observable. However, Roll (1984) argues that the quoted spread may often differ from the
effective spread, i.e., the spread between the actual market prices of a sell order and a buy
order. In many instances, transactions occur at prices within the bid-ask spread, perhaps
because market makers do not always update their quotes in a timely fashion, or because
they wish to rebalance their own inventory and are willing to "better” their quotes
momentarily to achieve this goal, or because they are willing to provide discounts to
customers that are trading for reasons other than private information.” Roll’s (1984) model

is one measure of this effective spread, and is also a means for accounting the etfects of the

bid-ask spread on the time-series properties of asset returns.

1.4 Components of the Bid-Ask Spread

Although Roll’s (1984) model of the bid-ask spread captures one important aspect of its

effect on transaction prices, it is by no means a complete theory of the economic
determinants and the dynamics of the bid-ask spread. In particular, Roll (1984) takes S as

given, but in practice the size of the spread is the single most important quantity that

market makers control in their strategic interactions with other market participants. In fact,

7—-Sée_léikeboom (1993), Glosten and Milgrom (1985) and Goldstein (1993) for further details.



Glosten and Milgrom (1985) argue convincingly that S is determined endogenously and is

unlikely to be independent of P* as we have assumed so far in our literature review.

Other theories of the market making process have decomposed the spread into more
fundamental components, and these components often behave in different ways through
time and across securities. Estimating the separate components of the bid-ask spread is

critical for properly implementing these theories with transactions data. In this section of

the literature review we shall turn to some of the econometric issues surroundin o this task.

There are three primary economic sources for the bid-ask spread: order processing costs,

Inventory costs, and adverse-selection costs. The first two consist of the basic setup and

operating costs of trading and recordkeeping, and the carrying of undesired inventory

subject to risk.

1.4.1 Inventory and Order Processing Cost Component of the Bid-Ask Spread

Garman (1976) was the first study to review Inventory and Order Processing costs of the
bid-ask spread. In Garman’s (1976) model there i1s a single, monopolistic market maker
that sets prices, receives all orders, and clears trades. The dealer’s objective 1s to maximise
expected profit per unit of time, subject to the avoidance of bankruptcy or failure. Failure

arises in this model whenever the dealer runs out of inventory or cash. The market maker’s

only decision is to set the ask price, P,, at which he will fill orders wishing to buy the

stock, and a bid price, P,, at which he will fill the orders wishing to sell the stock.

The dealer has an infinite horizon, but only selects the bid and ask prices once. at the

beginning of time. The uncertainty in this model arises from the arrival of the buy and sell

orders. These orders are represented as independent stochastic processes, where the
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arrivals of buy and sell orders are assumed to be Poisson distributed. with stationarit

arrival rate functions A,(p)and 4, (p). Buy (or sell) orders follow a Poisson process 1f

the waiting time between arrivals of buy (sell) orders is exponentially distributed. More

formally, letting ¢ be the time of the last buy order, the probability of a buy order arriving

in the interval |[r,#+Ar| is approximately A Arfor small At Representing orders as

Poisson processes allows the model to capture the randomness of the order arrival over

time 1n a tactable manner.

At time period 0, the market maker is assumed to hold _(0) units of cash and 7, (0) units

of stock. Let I (¢) and I (z) be the units of cash and the stock at time period r. Let
N, (1) be the cumulative number of shares that have been sold to traders up to time period

t (these are the executed buy orders), and let N, (¢) be the cumulative number of shares

that have been bought from traders at time period ¢ (these are executed sell orders). Then

inventories are governed by

(1) =1.(0)+ PN, (1) - BN, 1 (110
and
I.(t)=1,(0)+N,(t)-N,(t)- (1.11)

The model states that no matter what price the dealer sets, there is no guarantee that he will

not fail. Of perhaps more interest is that under certain conditions the dealer fails with

probability one. In order for the market maker to avoid certain failure, he must set P, and

P, so that they simultaneously satisty



ZAVALY VAV (1.12)

and

A (B)>= 4, (P,), (1.13)

provided that this 1s possible.

These conditions dictate that a single market maker sets a lower price when he buys stock
and a higher price when he sells. This results in a spread developing, and it implies the

spread has an inherent property ot this exchange market structure. This spread protects the
market maker from certain faillure. What determines the size and placement of this spread
1S not obvious. Since both the market maker’s inventory and cash positions have positive
drift, characterizing price behaviour or the market maker’s inventory position 1s complex.
To investigate the problem further requires limiting the scope of uncertainty. Garman

(1976) first simplifies the problem by assuming that the dealer pursues a zero-drift

inventory policy.

Given this assumption, the dealer’s pricing strategy has some interesting properties. First,
by assumption, the dealer sets prices to equate the order arrival rates. There are multiple
pricing strategies that satisfy this condition, however where the dealer sets his prices
depends on factors other then inventory. Given the dealer’s objective, the exact prices he
sets are those which maximize the dealer’s expected profit. An important property of these

prices is that the dealer does not set a single market clearing price p* but rather sets
different buying and selling prices, P, and £, respectively. This allows the dealer to

extract large rents while still maintaining the zero-drift inventory requirement. As 1S

typically optimal for a monopolist, this pricing strategy results in volume at the optimal

prices being less then would occur in competitive prices.



This pricing strategy is reminiscent of that suggested by Demsetz (1968). Where the
analyses differ is that the Demsetz (1968) model did not Incorporate the intertemporal
nature of the dealer’s problem; nor, for that matter, did it include a dealer. To address the
dealer’s intertemporal inventory problem, Garman (1976) considers a second

simplification in which the profit maximization assumption is relaxed. Here, the dealer is

assumed to set a single market-clearing price p*. With the dealer’s pricing strategy

specitied, the effect of inventory on the dealer can be isolated. The problem 1s that if we
pursue this simple pricing strategy, there will come a point when the dealer will fail with
certainty. The reason for this 1s that the market maker fails if he runs out of inventory or
cash. Since 1nventories tollow a random walk, sooner or latter a sequence of trades will
force either his stock position or his cash position to their boundary. When this happens,

the process meets an “absorbing barrier” and failure occurs.

Garman’s (1976) model of the market-making process is simplistic but provocative. While
the behaviour of prices and inventories in this model is too mechanistic to be realistic, the
demonstration of the dual complexity the dealer faces and its implications for market
viability is insightful. As his analysis demonstrates, inventory determines the dealer's
viability. Yet in his model, inventory plays no role in the dealer’s decision problem since
by assumption the dealer is allowed to set prices only at the beginning of trading. This
restriction severely limits the applicability of this model to actual market settings 1n which

prices continually evolve, and so the model’s influence lies largely in 1its 1nitial

contribution.

A more realistic approach to the underlying problem is to consider how the dealer’s price
changes as his inventory position varies over time. This is the approach taken by Amihud

and Mendelson (1980), who reformulate Garman’s (1976) analysis to explicitly
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Incorporate inventory into the dealer’s pricing problem. Amihud and Mendelson (1980)
show that the dealer’s position can be viewed as a Semi-Markov process in which the
Inventory 1s the state variable. The dealer’s decision variables, again his bid and ask prices,

depend on the level of the state variable and thus change over time depending on the level

of the dealer’s inventory position. The Amihud and Mendelson (1980) model yields three

main results.

First, the optimal bid and ask prices are monotone decreasing functions of the dealer’s
inventory position. As the dealer’s inventory position increases, he lowers both bid and ask
prices, and conversely he raises both prices as inventory falls. Second, the model 1implies
that the dealer has a preferred inventory position. As the dealer finds his inventory
departing from his preferred position, he moves his prices to bring his position back. Third,
as was also the case in Garman (1976), the optimal bid and ask prices exhibit a positive

spread.

Results two and three raise interesting questions about the behaviour of security prices
and, by, extension, about the appropriateness of the model. Whereas 1n Garman (1976) the
spread arose partially because of the need to reduce failure probabilities, the spread here
reflects the dealer’s efforts to maximize profit. Since the dealer is assumed to be risk
neutral and a monopolist, the spread reflects the dealer’s market power. In this model,
however, if the dealer faces competition, then the spread falls to zero. Consequently, the

spread plays no role in the viability of the market but acts essentially as a transaction cost.

Similarly, the dealer’s preferred inventory position arises because of the nature of the
order arrival processes. The underlying asset value 1s irrelevant. Hence, regardless of what

is expected to happen to the value of the stock, the dealer holds the same preterred



position. This may be an accurate depiction of the dealer’s problem, but it seems likely that

the preferred inventory position depends on factors other then the order arrival rates.

Analysing the dealer’s decision problem requires specifying the dealer’s objectives and
constraints in more detail. Of paramount importance is the need to delineate the risks the
dealer faces and how these risks affects his decision making. One way to characterize this
approach 1s to recognize that the dealer must be rewarded for providing specialist’s
services, 1n the same way that any intermediary must be compensated. By focusing on the
supply of intermediary services, the dealer’s decision problem reduces to determining the
appropriate compensation to offset the costs the dealer faces in providing such services.
This 1s the notion of the dealer as a supplier of immediacy. Stoll (1978) first undertook a
formal analysis of this dimension of the dealer’s problem. Stoll (1978) considers a two-
date model 1n which the dealer maximizes the expected utility of terminal wealth, where
this wealth 1s a function of the dealer’s initial wealth and his subsequent market-making

positions.

The dealer’s problem is to set prices for one transaction in which he will buy or sell the

asset at time 1, with liquidation of the asset occurring at time 2. The dealer finances his

inventory by borrowing at the risk free rate, R,, and conversely can lend excess funds at

R, . As the time period considered 1s short and his borrowing ability 1s unlimited, the

market maker’s risk of bankruptcy is zero. Stoll (1978) then goes on to derive the optimal

bid price P,, and the optimal ask price P, that maximise his wealth. There are several

interesting features of these prices to consider. The model documents a linear positive
relationship between the spread and trade size. Also the spread does not change in response
to the dealer’s trades. Where the dealer’s inventory matters is in affecting the placement of

the bid and ask prices. A large (positive) inventory causes the dealer to face a higher cost



for absorbing more inventory, and this increased cost lowers both bid and ask prices by the

Same amount. A negative inventory moves prices in the opposite direction.

While this analysis characterizes the effects of the dealer’s portfolio exposure on trading

prices, there can be other costs affecting prices as well. Stoll (1978) extends the analysis to
Include order-processing costs, which are assumed to be a fixed fee per transaction. Such a
fee structure results in a decreasing cost function with respect to order size. With portfolio
costs increasing in trade size while processing costs decrease in trade size, the total dealer
cost function becomes U shaped. This has the implication that there is an optimal cost
minimizing scale, or preferred trade size, for the dealer. In this model, inventory matters
largely because of the dealer’s inability to hedge his inventory exposure. This risk aversion
based spread contrasts with the market power role of the spread developed by Amihud and
Mendelson (1980) or the deftence against bankruptcy role described by Garman (1976).
The simplicity of the Stoll (1978) model however raises concerns about its generality. The
fundamental difficulty is that the model minimizes the intertemporal dimension of the
dealer’s problem by assuming that the stock is liquidated at time 2. In this sense, 1t 1S a one
trade one period model because the dealer faces no uncertainty over how long he must hold
his inventory position. If the order flow is random however, this length of exposure may be
an important dimension to the problem. The other problem with the model is the assumed
exogeneity of variables such as the stock’s true price and the portfolio’s return which
further restricts the risk the dealer faces, because his ultimate return 1s not a random

variable. Therefore, the generality of the results of the Stoll (1978) model are not apparent.

Ho and Stoll (1981) extend the Stoll (1978) model to a multiperiod framework 1n which
both order flow and portfolio returns are stochastic. As in Garman (1976), buy and sell

orders are represented by stochastic processes, whose order arrival rates depend on the



dealer’s pricing strategy. In this model, however, a monopolistic dealer is assumed to
maximize the expected utility of terminal wealth, and consequently the dealer’s attitude
towards risk will affect the solution. This establishes a significant difference from the risk

neutral intertemporal models of Garman (1976) and Amihud and Mendelson (1980). The

model employs a finite horizon (7T period) dynamic programming approach to

characterize the dealer’s optimal pricing policy. The dealer’s optimal pricing strategy is

actually a function that specifies bid and ask prices, P, and P, given the level of those

variables which affect the dealer’s future utility. In this model, these state variables are the

dealer’s cash, inventory, and base wealth positions. Since this 1s a finite horizon model, the

time period itself also attects the dealer’s choice.

The Ho and Stoll (1981) model demonstrates three important properties ot the dealer’s
optimal pricing behaviour. First, the spread depends on the time horizon of the dealer. As
the dealer nears the end of trading, the risks in acting as a dealer decrease since there is less
time in which the dealer must bear any inventory or portfolio risk. For the limiting case
where the time remaining is essentially zero, the dealer sets the risk neutral monopolistic
spread. This spread depends on the elasticities of the supply and demand curves, with
greater elasticity reducing the dealer’s spread. As the time horizon lengthens, the spread
increases to compensate the risk averse dealer for bearing inventory and portfolio risks.
This demonstration that the spread can be decomposed into a risk neutral spread plus an

adjustment for uncertainty. This is an important feature of this analysis.

This risk adjustment depends on the dealer’s coefticient of relative risk aversion, the size
of the transaction, and the risk of the stock as measured by its instantaneous variance.
These factors are the same as those determined by Stoll (1978) in the one period model.

One interesting finding in this model is that transactions uncertainty does not effect the



spread. Although such uncertainty enters indirectly into the time horizon effects noted

above, one might have expected a direct risk adjustment based on the variability of the

order arrival processes.

Ho and Stoll (1981) argue that this does not occur because transactions variability has no
direct effect on the dealer but rather works indirectly through its effect on the dealer’s
overall portfolio position. Such a direct effect would arise for example, if the dealer faced

operating cost, so that having fewer transactions would pose cash flow problems for the

dealer. As there 1s no such assumed cost, transaction uncertainty does not enter the spread.

The third property of this optimal pricing policy is that the spread is independent of the
inventory level. This property, which was also a feature of Stoll’s (1978) one period
model, means that the spread 1s not affected by the dealer’s inventory position or even his
expected change 1n 1nventory (since transaction uncertainty also does not matter).
Although 1ndividual prices depend on inventory, the dealer affects the order arrival
processes by moving the placement of the spread relative to the true price rather then
increasing or decreasing the spread itself. Thus if the true price is $40, the dealer may set
first period prices of $38 and $42. If the next order is at the bid, then the dealer increases
his inventory, and he shifts both prices down say to $37 and $41. How much the dealer

shifts the prices is a function of his relative risk aversion, the risk of the stock, and his

wealth.

1.4.2 Adverse Selection Component of the Bid-Ask Spread

Adverse selection costs arise because some investors are better informed about a security's
value than the market maker, and trading with such investors will, on average, be a losing

proposition for the market maker. Since market makers have no way to distinguish the
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Informed from the uninformed, they are forced to engage 1n these losing trades and must be

rewarded accordingly. Therefore, a portion of the market maker’s bid-ask spread may be
viewed as compensation for taking the other side of potential information-based trades.
Because this information component can have very different statistical properties from the
order-processing and inventory components, it is critical to distinguish between them in
empirical applications. To do so, Glosten (1987) provides a simple asymmetric-
information model that captures the salient features of adverse selection for the

components of the bid-ask spread, and we shall present an abbreviated version of his

elegant analysis here.’

1.4.2.1 Glosten’s Decomposition

Denote by F, and P the bid and ask prices, respectively, and let P be the "true" or

common-information market price, the price that all investors without private information

(uninformed 1nvestors) agree upon. Under risk-neutrality the common-intormation price 1s

given by P=E[P*/Q| where Q represents the common or public information set and

P * represents the price that would result if everyone had access to all information. The bid

and ask prices may then be expressed as the following sums:

P,=P-A,-C, (1.14)
P=P+A +C(, (1.15)
S=P P =(A—-A4)+(C,+C,), (1.16)

8 See, also, Glosten and Harris (1988) and Stoll (1989).



where A + A, is the adverse-selection component of the spread, to be determined below.

and C,+C, includes the order-processing and inventory components which Glosten
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