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ABSTRACT

The characteristics and theories of four-layer pnpn semiconductor devices have been considered with particular reference to the two transistor analogy of thyristor in order to obtain an expression for the current-voltage characteristics of the device.

The small-signal, low-frequency current gains of the npn and pnp transistor sections of high and low power thyristors were measured by a three terminal method originally employed by W. Fülop. The technique is shown to be applicable to measurements on high power thyristors.

The current gains of two transistor component were also measured as a function of temperature at a series of anode currents. From this it can be shown that, the temperature dependance of two-terminal latching current can be qualitatively estimated from the plot of current gain measured at a series of temperature for constant anode current. Analysis of instability of devices with temperature showed that, the saturation current of isolated centre junction plays a dominant role. Gold doping predictably leads to low current gain of the pnp transistor section.

Current gain measurements of thyristors with and without shorting dot showed an almost similar variation with frequency. For both type of devices $g_{nnp0}$ was almost
equal and even closer at high temperature (100°C).

The theory of the influence of shorting dots on current flow in thyristors outlined in a report by W. Fulop, was developed. The value of $I_L$, hole lateral current in the p-base is found and its dependence upon p-base width and shorting dot area investigated.

The voltage distribution in the two central base regions just after the device has switched on but before the plasma has had time to spread is investigated. It was found that junctions $J_1$ and $J_2$ become reverse biased and share the bias reverse voltage. Calculations shows that for very large $V_{OFF}$, the voltages in these two junctions are equal.

In order to have a better understanding of thyristor behaviour, the set of one-dimensional non-linear partial differential equations describing the Poisson's equation and the two current continuity equations are solved numerically under steady-state conditions. The potential distribution and the hole and electron current density distribution within the device plotted one-dimensionally are given.
INTRODUCTION

1.1 Historical Notes.

In recent years, a number of semiconductor devices have been the subject of large-scale popular attention. A new type of engineer was required—one who could bridge the gap between electronics and conventional power engineering. It was the ease with which electronic control could be achieved with the thyristor that made manufacturers change more and more to designs using this device.

The silicon controlled rectifiers was developed from W. Shockley's idea of a "Hook" collector transistor following Shockley's idea, Ebers developed a two transistor circuit approximation for the p-n-p-n switch. Development of the p-n-p-n device moved very slowly for a time, until the first successful silicon four layer device was built in 1956 at Bell Telephone laboratories. Then an article by Moll et al (1956) established the foundations for the theory and design of devices of the SCR family.

In 1956 and 1957 the pnpn switch was not well understood and had been ignored as a practical device. In 1958 I.M. Mackintosh extended the theory to the proper three terminal (SCR) device. Since then it has made a spectacular progress. At present the greatest impact of the device is in the high
power field of applications. A good deal of the development effort is directed towards making devices of high power handling capacity.

The rapid and successive development of silicon controlled rectifiers in the ensuing years has added a new dimension and degree of freedom to the science of electric power conversion and control. Only in the past few years have the engineers in the electrical and electronics industries not to mention their colleagues in less directly involved technologies, begun to realize what tremendously powerful tools they now have at their disposal for fundamentally reshaping the way in which electrical energy is handled from generation to ultimate use. Because of their ability to handle large blocks of power at minimum cost per kilowatt, thyristors have no serious challengers in their control and conversion of static power.
1.2 The Device.

The silicon controlled rectifier is a four layer semiconductor device with either two or three electrical terminals. Its main function is the switching of electric current and it is not asymmetrical device. Under reverse bias the SCR blocks the flow of current, but in the forward direction it has two stable states. In the "ON" state the characteristic is similar to that of a diode rectifier (PIN Diode).

In the "OFF" state the characteristic is similar to that of the reverse bias. The device is switched from OFF to ON state by passing a small current pulse into the gate (three-terminal) or by exceeding the maximum blocking voltage (two-terminal) in the forward direction. To switch the device OFF the current through the device is reduced almost to zero to below the holding current to allow recovery or de-ionisation to take place.

A typical "Forward" V-I characteristic for a silicon p-n-p-n diode is shown in figure (1-1). In the forward direction, region P₁ is positive with respect to region N₂ figure (1-2), so that junctions J₁ and J₃ act as forward biased emitters and J₂ as a reverse biased collector.
The four principal regions of the forward characteristic can be described as follows.

(1) **OFF State.**

In this case the reverse biased junction $J_2$, blocks the voltage and most of the current applied to the device. The characteristic is similar to that of a transistor without any base drive. The leakage current of $J_2$ is somewhat amplified by the two transistors but as the sum of $\alpha$'s is well below unity in this region the amplification is probably less than in a transistor.

(2) **The Breakover Region.**
Here the voltage across $J_2$ is so high that serious avalanche effects set in. Leakage current of $J_2$ is amplified by avalanche multiplication factors $M_n$ and $M_p$ for electrons and holes respectively. This increases the forward bias on $J_1$ and $J_3$ and further minority carriers arrive at $J_2$, and the junction $J_2$ breaks down. The breakover point is defined by $dV/dI=0$. At this point the voltage and current have values $V_{BO}$ and $I_{BO}$ respectively (in two terminal operation). The sum of $\alpha M$ products for the two transistors approaches unity.

(3) Negative Resistance Region.

The voltage across $J_2$ falls sharply with only slight increase of current. This means the $M'S$ must be falling rapidly.

(4) ON region

When the sum of $\alpha'$s is unity the low impedance region starts. At this point the voltage across $J_2$ is zero. Junction $J_2$ receives such large minority carrier currents from $J_1$ and $J_3$ that it loses its reverse bias, goes through zero bias point and is positively biased in the ON region. When the sum of $\alpha'$s is greater than unity, the sum of the two
minority components reaching $J_2$ is greater than the total current through the device. Therefore $J_2$ must be at positive bias to re-inject some of the minority carriers back into the appropriate bases. Perhaps a more physical picture is that $J_2$ fails to collect all the minority carriers, there is a buildup of carriers at $J_2$ which produces a positive bias on the junction. In any case $J_2$ changes the polarity of its voltage when the device switches from "OFF" to "ON" state. The low-current limit of this "ON" region is designated the turn-off current $I_t$.

The device can be turned on without the assistance of the multiplication effect. This can be achieved by connecting a third terminal to deliver a current $I_g$ to the base of device, figure (1-2). This base current can now increase the current gain $\alpha_{hpn}$ of the n-p-n transistor section independently of $V$ and $I$. In other words, $\alpha_{hpn}$ is a function of $(I+I_g)$, $\alpha_{pnp}$ is a function of $I$ only, and the value of sum of $\alpha$'s which controls the shape of the V-I characteristic can be modified by the flow of base current. Thus the increase in the current gains enables the switching condition to be reached at lower $M_n$ and $M_p$ values, i.e. at voltages well below $V_{BO}$.

(8)
2. The Theory of pnpn Devices.

2.1 General Theories.

The theory of four-layer pnpn semiconductor devices has been extensively analysed in two distinct ways.

The first method considers the device as an npn transistor superimposed on a pnp transistor and uses the general transistor parameters to obtain an expression for the V-I characteristics. This was introduced by Moll et al (1956) in order to consider the theory of two terminal pnpn devices. Then Mackintosh (1958) extended this to the three terminal (SCR) device.

A second approach analyses the flow of minority carriers in the device to obtain expressions for the V-I characteristic. This method was used by Jonscher (1957) to explain a pnpn diode and was extended to the SCR by Muss and Goldberg (1963). These theories have been developed in many other papers.

Muss and Goldberg pointed out that Jonscher's model is more accurate and less arbitrary. However, it leads to expressions for V-I characteristic which require a great deal of detailed knowledge about the carrier diffusion parameters in the various layers of the device for any calculation to be carried out. Thus the first approach gives more practical results.
W. Fulop (1963) proposed a method of analysis in which he measures the effective current gains (α) as a function of frequency. Underlying this method is the two transistor analogy of thyristor operation.

Crees and Hogarth (1963) also confirmed the theory independently by current gain measurements on four terminal SCR's.

J.F. Gibbons (1964) and Gentry et al (1964) in their investigations found a result very similar to Mackintosh's.

Mackintosh's paper was criticised by Kuzmin (1963) and also Gibbons (1964), because of neglect of the leakage current in his expression for the turn-off current. Jonscher (1960) also corrects for the recombination generation current term which has been neglected by Mackintosh in his calculation. Gentry et al (1964) take account of it by using \( \exp \frac{qV}{nkT} \) to express forward current.
2.2 Transistor Analogue Theory.

Physical explanations for some of the more detailed behaviour of the pnpn analysis is required. The foundations have been laid by Moll et al and Mackintosh as mentioned in the previous section. Figure (2-1) shows schematically the structure to be considered.

![Diagram](image)

Figure (2-1) Schematical structure of PNPN

the voltage across the junctions \( J_1 \), \( J_2 \), \( J_3 \) are \( V_1 \), \( V_2 \), \( V_3 \) respectively, and taken as a positive from left to right. The saturation current of each junction, when the other two junctions are short-circuited are \( I_{S1} \), \( I_{S2} \), \( I_{S3} \) respectively.

In general if a voltage \( V \) is applied to junction it will cause a current \( I=I_S \exp(qV/nkT) \) to flow through it, where \( n \) takes account of space charge recombination generation current. For reverse bias an extra voltage
dependent current $I_0(V)$ due to space charge generation will be added. The junction also collects minority currents in the form $\alpha I_S(\exp \frac{qV}{nkT} - 1)$ where $\alpha$ is the appropriate current gain factor.

Under condition that anode is positive with respect to the cathode terminal, $J_1$ and $J_3$ are always forward biased and $J_2$ reverse biased. Thus the current through the junction $J_1$ is:

$$I_1 = I_{S_1} \left[ \exp (\beta V_1) - 1 \right] - \alpha_{1I} I_{S_2} \left[ \exp -\beta V_2 - 1 \right]$$

(1)

and the corresponding currents through the junctions $J_2$ and $J_3$ are

$$I_2 = \alpha_{1N} M_p I_{S_1} \left[ \exp \beta V_1 - 1 \right] - (M_p I_{ps} + M_n I_{ns}) \left[ \exp -\beta V_2 - 1 \right] + \alpha_{2N} M_n I_{S_3} \left[ \exp \beta V_3 - 1 \right] + I_0(V_2)$$

(2)

and

$$I_3 = -\alpha_{2I} I_{S_2} \left[ \exp -\beta V_2 - 1 \right] + I_{S_3} \left[ \exp \beta V_3 - 1 \right]$$

(3)

where $\alpha_1$ and $\alpha_2$ refers to PNP and NPN transistor sections respectively and $\beta = \frac{q}{nkT}$.

To obtain the relationship between terminal current and voltage, the above equations are solved for the $\left[ \exp \beta V - 1 \right]$ functions and give the following expressions:
where $\gamma_2 = \frac{I_{ps}}{I_{S2}}$

These are the basic equations which will be used to consider V-I characteristic.

(a) OFF or High Impedance Region.

In this case with the device under forward bias, $J_2$ is reverse-biased and junctions $J_1$ and $J_3$ are forward biased. Since $V_1$ and $V_3$ are very small, with a good approximation, one can obtain the V-I characteristic in this region by considering $V_2$ as a function of $I$ and $I_G$. With $J_2$ reverse biased the inverse $\alpha$'s are small, as there can not be any injection of minority carriers. Since

$$I_1 = I_2 = I_A$$
\[ I_3 = I_A + I_G \]  \hspace{1cm} (8)

Substituting for I_1, I_2 and I_3 and putting inverse alpha terms to zero, equation (4) will reduce to

\[ I_{S_2} (\exp -\beta V_2 - 1) = \frac{I_A(1 - \alpha_{1N}M_p - \alpha_{2N} M_n) - \alpha_{2N} M_n I_G - I_0(V_2)}{-M_p \gamma_2^2 + M_n (\gamma_2 - 1)} \]  \hspace{1cm} (9)

Substituting for \( \gamma_2 = \frac{I_{Ps}}{I_{S_2}} \) and solving for \( I_A \)

\[ I_A = \frac{\alpha_{2N} M_n I_G - (M_p I_{Ps} + M_n I_{ns}) (e^{-\beta V_2} - 1) + I_0(V)}{1 - \alpha_{1N} M_p - \alpha_{2N} M_n} \]  \hspace{1cm} (10)

Equation (10) gives the V-I characteristic in the OFF state since at voltages below avalanche effects \( M_n = M_p = 1 \) and \( \exp -\beta V_2 = 0 \) for several volts, then equation (10) reduces to:

\[ I_A = \frac{I_{S_2} + \alpha_{2N} I_G + I_0(V_2)}{1 - \alpha_{1N} M_p - \alpha_{2N} M_n} \]  \hspace{1cm} (11)

It should be noted that \( \alpha_{1N} \) is a function of \( I_A \) and \( \alpha_{2N} \) of \( I_A + I_G \), and with \( I_G = 0 \), \( I_A \) will refer to two terminal operation. Thus \( I_G \) gives a method of controlling the values of \( \alpha_{1N} \) and \( \alpha_{2N} \) and with sufficiently high values of \( I_G, \alpha_{1N} + \alpha_{2N} \) approaches unity and denominator vanishes, then device switches on.

(b) The Breakover region.

(14)
It has already been mentioned that pnpn switching can be initiated either by an increase in applied voltage or by an increase in the gate current drive. These two factors will be considered here.

Equation (10) will reduce to (12) since \(\exp(-\beta V_2) = 0\) in this region, thus

\[
I_A = \frac{\alpha_{2N} M_n I_G + (M_p I_{ps} + M_n I_{ns}) + I_0(V_2)}{1 - \alpha_{1N} M_p - \alpha_{2N} M_n}
\]

(12)

As the voltage \(V_2\) increases, the multiplication factors start increasing and as a result \(I_A\) increases. The increased current causes an increase in the alpha's. Eventually \(\alpha_{2N} M_n + \alpha_{1N} M_p = 1\) and denominator of equation (12) vanishes. Switching therefore occurs and the device can no longer sustain a high voltage. The exact break over point is defined by \(\partial V_2/\partial I = 0\).

Differentiating equation (12) with respect to \(I_A\), assuming \(I_0\) constant and \(M's\) and \(I_0(V_2)\) are functions of \(V_2\) only we have:

\[
\frac{\partial M_n}{\partial I} = \frac{\partial M}{\partial V} \cdot \frac{\partial V}{\partial I}
\]

Thus after some manipulation and solving for \(\frac{\partial V}{\partial I}\) one gets:

(15)
\[
\frac{\partial v_2}{\partial i_A} = 1 - M_p (\alpha_{1N}^+ \frac{\partial \alpha_{1N}}{\partial i_A} i_A) - M_n \left[ \alpha_{2N}^+ + \frac{\partial \alpha_{2N}}{\partial i_K} (i_A + i_G) \right]
\]

Comparing this equation with Mackintosh's equation one can see that he assumed $\alpha'$s as a function of current only and has neglected the effect of space charge variation with voltage. This effect is large and alpha's should be considered as a function of current and voltage. However putting \( \frac{\partial v_2}{\partial i_A} = 0 \) gives:

\[
1 - M_p (\alpha_{1N}^+ \frac{\partial \alpha_{1N}}{\partial i_A} i_A) - M_n \left[ \alpha_{2N}^+ + \frac{\partial \alpha_{2N}}{\partial i_K} (i_A + i_G) \right] = 0
\]

The small signal low frequency current gain of PNP and NPN transistor sections is defined as (Gentry, 1964):

\[
\alpha_{1N0} = \alpha_{1N}^+ \frac{\partial \alpha_{1N}}{\partial i_A} i_A
\]

and

\[
\alpha_{2N0} = \alpha_{2N}^+ + i_K \frac{\partial \alpha_{2N}}{\partial i_K} = \alpha_{2N}^+ + (i_A + i_G) \frac{\partial \alpha_{2N}}{\partial i_K}
\]

since \( \frac{\partial i_A}{\partial i_K} = 1 \) for \( i_G \) constant.

\[(16)\]
Therefore equation (14) can be written in the form of

\[ 1 = M_p \alpha_1 N_0 \alpha_n \alpha_2 N_0 \]  

(15)

Equation (15) thus gives the coordinates \((V_2, I_A)\) at which the centre junction has zero dynamic impedance. At this point, the device still has a positive dynamic impedance since \(\partial V_1 / \partial I_A\) and \(\partial V_2 / \partial I_A\) are positive. Hence, the actual switching point should theoretically occur at a current greater than that given in (15) so that the dynamic impedance of the centre junction can become sufficiently negative to cancel the outer junction impedance. However, (15) is sufficiently accurate with good approximation for the study of switching condition.

With \(I_G = 0\) the breakover point is reached by increasing the voltage across the device until avalanche effects set in. But with \(I_G > 0\) the value of \(M\)'s required to satisfy (15) is near unity, hence the device will be switched on well below avalanche level of voltage. Therefore the effect of gate current is to reduce the voltage of the breakover point.

Assuming \(M_p = M_n = M\) and substituting the value of \(M\) in (15) the breakover voltage will be:

\[ M = \frac{1}{1 - (V_{BO} / V_B)^n} \]

(17)
\[ \frac{V_{B0}}{V_B} = (1 - \alpha_{1NO} - \alpha_{2NO})^{1/n} \quad (16) \]

where \( V_B \) is the breakdown voltage of isolated centre junction, and for abrupt junction is defined by (Sze, 1969):

\[ V_B = 60 \left( \frac{E_g}{1.1} \right)^{3/2} \left( \frac{N_B}{10^{16}} \right)^{-3/4} \text{ volts} = K N_B^{-3/4} \quad (17) \]

where \( K = 60 \left( \frac{E_g}{1.1} \right)^{3/2} \times 10^{12} \), \( E_g \) is the bandgap and \( N_B \) is the background doping.

The depletion layer width of centre junction with device in forward bias is given by

\[ W_{sc} = \left( \frac{2KE_EV}{qNB} \right)^{1/2} = K' \left( \frac{V}{N_B} \right)^{1/2} \quad (18) \]

where \( V \) is the applied voltage and \( K' = \left( \frac{2KE_E}{q} \right)^{1/2} \).

Substituting the equation (17) into (18) and assuming that the device is operating at some fraction (F) of the avalanche voltage then, the depletion layer width at high voltage (breakover voltage) becomes:

\[ W_{sc} = K' (FK')^{2/3} \left( \frac{V_{B0}}{7/6} \right) \quad (19) \]

thus, increasing the voltage will expand the depletion layer which will reduce the base width and hence increase the alpha's to cause switching to occur. As the barrier
layer spreads through the base region to the opposite junction, punch through effect results. Thus wider base width is required in order to prevent the effective base width from becoming zero.

(c) Negative Resistance Region.

At this region $M_n \ll 2N_0 + M_p \ll 1$ and voltage across the device starts falling and eventually $M_p = M_n = 1$. At the voltage very near $V_2 = 0$ the neglected $\exp(-\beta V_2) - 1$ term is not negligible. Thus putting $\frac{\partial M}{\partial V} = 0$ in equation (10) and taking exponential term into account gives:

$$\frac{\partial V}{\partial I} = \frac{1 - \alpha_{1N0} - \alpha_{2N0}}{\beta_2 I_s 2 e^{-\beta V_2} + \frac{\partial I_0(V_2)}{\partial V_2}}$$

(20)

This is negative impedance expression near $V_2 = 0$ point, since $\frac{\partial \alpha}{\partial V_2} \rightarrow 0$

(d) The Forward Switched Condition.

In the ON state $M_n = M_p = 1$ and $I_0(V_2) = 0$. The main interest here is the total voltage drop across the device. The effect of gate current is very small except near the turn off point thus it can be neglected. Rearranging equations 4, 5, 6 and putting $I_1 = I_2 = I_3 = I_A$, $M_n = M_p = 1$, one gets:

$$V_1 = \beta \ln\left(\frac{A I}{I_{S1}} + 1\right)$$

(21)

(19)
\[ V_2 = -\beta \ln \left( \frac{A_2 I}{I_{S2}} + 1 \right) \]  
\[ V_3 = \beta \ln \left( \frac{A_3 I}{I_{S3}} + 1 \right) \]

where \( \beta = \frac{n k T}{q} \) and:

\[ A_1 = \frac{1 - \alpha_{2N} \alpha_{2I} + \alpha_{2N} \alpha_{1I} - \alpha_{1I}}{1 - \alpha_{1N} \alpha_{1I} \alpha_{2I}} \]
\[ A_2 = \frac{\alpha_{1N}^{+} \alpha_{2N}^{-1}}{1 - \alpha_{1N} \alpha_{1I} - \alpha_{2N} \alpha_{2I}} \]
\[ A_3 = \frac{1 - \alpha_{1N} \alpha_{1I}^{+} + \alpha_{1N} \alpha_{2I}^{-} - \alpha_{2I}}{1 - \alpha_{1N} \alpha_{1I} - \alpha_{2N} \alpha_{2I}} \]

In the ON state \( \frac{A_1 I}{I_{S2}} \gg 1 \), in addition if \( \frac{A_2 I}{I_{S2}} > 0 \), in order to satisfy equation (22) \( V_2 \) should be negative. This means that \( V_2 \) must be forward-biased when the device is in the conducting state. However, the total voltage drop across the device can be written

\[ V_T = V_1 + V_2 + V_3 + V' = \beta \left[ \ln \frac{A_1 A_3}{A_2} + \ln \frac{I_{S3}}{I_{S1} I_{S3}} \right] + V' \]

where \( V' \) is the voltage drop through the wide base high resistivity region.

Conductivity modulation in \( N_1 \) occurs as soon as the density of injected carriers (holes) becomes comparable with the original doping of \( N_1 \). This can take place in the OFF state at values of current lower than the switching current. The same conductivity modulation is responsible
for the low voltage which is mentioned in the "ON" state.

The conductivity modulation description in the base $N_1$ is closely related to that of a PIN conductivity-modulated diode. The equivalence is complete when $\alpha_{2N}$ is close to unity since then the current at the junction $J_2$ is entirely electron current, and at junction $J_1$ entirely hole current. The voltage drop through the $N$ base is then, (Hoerni and Noyce, 1958)

$$V' = 4(kT/q) \left( \tan^{-1} e^{W_N/L_p} - \frac{\pi}{4} \right) \sinh \left( \frac{W_N}{L_p} \right)$$

$$= \frac{1}{2} (kT/q) e^{W_N/L_p} \quad \text{(for } W/L \gg 1)$$

where $L_p$ is the high level diffusion length for holes. $V'$ increases with $W/L$, and reaches 1 volt for $W/L = 4.4$. Aside from any high speed behaviour consideration, this factor eventually limits the tolerable thickness of the switch. The voltage drops through the layer $P_1, P_2, N_2$ are negligible since these are highly doped.

Another importance feature in this region is the holding current. That is the point at which the forward $V-I$ characteristic has its minimum value. In order to obtain the coordinates of the holding point, consider the current $I_t$ at which the centre junction goes from reverse bias to forward bias, i.e. the current at which $V_2 = 0$. Mackintosh calls it a turn-off current. Since $I_0(V) = 0$ and $M_n = M_p = 1$, equation (4) reduces to:

$$\text{(21)}$$
therefore for \( V_2 = 0 \) and \( I_A = I_t \) we have:

\[
1 = \frac{\alpha_1 + \alpha_2}{I_t} \frac{\alpha_{2N}\alpha_{IG}}{I_t} 
\]

(26)

In a pnpn diode \( I_G = 0 \) so,

\[
\alpha_1 + \alpha_2 = 1
\]

(27)

but in a pnpn triode, \( I_G > 0 \) therefore \( \alpha_1 + \alpha_2 < 1 \) when \( V_2 = 0 \). The current at which \( \alpha_1 + \alpha_2 = 1 \) is then a point in the ON region, where the centre junction is forward biased and previous analysis does not apply; the reverse is true for negative \( I_G \). However the condition \( V_2 = 0 \) does not give the current at which \( \frac{dV}{dt} \) has its low voltage zero. That is \( \frac{dV}{dt} = 0 \) point in the low impedance region. This corresponds to the minimum voltage point on the V-I characteristic in the ON-state. Gibbons (1964) by setting an idealized model showed that,

\[
I_h = 2.5I_t
\]

for a two terminal device

W. Fulop (1966) analysed the holding point by means of zero bias at centre junction \( V_2 = 0 \) and voltage minimum
point (VM), that is \( \frac{dV}{dt} = 0 \). He pointed out that for the direction of decreasing current and approaching \( V_{BO} \), the precise location of the holding point is circuit dependent and will occur where the circuit resistance approaches to the numerically increasing negative resistance of the device. He also showed, that the VM point lies above in current compared to the zero centre voltage point for a given curve parametric in \( I_G \) and this appears to hold for positive, zero and negative gate current \( I_G \) and agrees with Gibbons' result.

(e) High Injection Level.

A. Herlet and K. Raithel (1966) pointed out that the forward characteristics of thyristor and PIN diode under the condition of high level injection in both base regions are completely identical if the width of swamped regions is equal. The argument was that at high current the n- and p base regions of the thyristor are so heavily conductivity modulated by the injected carriers that the junction \( J_2 \) vanishes as far as carrier concentration is concerned. This is true for current above 10 amps. For current below 10 amps, the argument was that the injected carriers density is insufficient to swamp the p-base and hence, \( V_T \), the total drop for SCR deviates from the diode.

They also showed that, the doping concentration in the n base region has no influence upon this identity and
the quantitative behaviour of the forward characteristic. This is perhaps because the high level lifetimes of injected carriers are independent of conductivity and doping concentration up to $1.5 \times 10^{17}$ cm$^{-3}$ in the p-base.

R.A. Kokosa (1967) independently proved the similarity of characteristics of SCR's and PIN diodes. He used an abrupt junction model, which included effect of carrier-carrier scattering and emitter efficiency variation with current density to calculate the potential and carrier distribution of a pnpn diode in the base regions. He also measured these two factors by electrical and optical probing techniques, and found good agreement between the calculated and measured results. However the conclusion is that the SCR above a current density of 1 to 10 amps/cm$^2$ can be treated as a PIN diode.
2.3 The Device Switching Action.

2.3.1 Turn-On

The time taken for the transition of thyristor from the non-conducting state to conducting state is known as a turn-on time. This time has been divided into three different regions, the delay time $t_d$, the rise time $t_r$ and the conduction spreading time to $t_s$. These times are illustrated in figure (2-2).

![Figure (2-2) Delay and rise time during turn-on process.](image)

At the instant when a gate-to-cathode current is initiated there is no appreciable change either in anode to cathode voltage, or in anode to cathode current. After a short time the anode current $I_A$ starts to increase and at the same time voltage across the device falls. The rise time $t_r$, is the time taken for the anode current to...
increase from 10 to 90 percent of $I_A$. The anode voltage then continues to fall slowly, and the anode current to rise, until a steady state value is reached after $t_s$.

The delay time is the time during which charge is being established in the device sufficient in magnitude to support a current greater than the holding current of the device. Once this charge has been established a loop gain of greater than one prevails and the device turns itself on. The rise time is the time during which this takes place.

There are several time constants contributing to the delay time. Due to gate current flow the junction injects electrons into base($P_2$), and they begin diffusing towards $J_2$. It takes some time for these electrons to move across base layer $P_2$. This time is very short and given by:

$$t_2 = \frac{W_{B2}^2}{2D_n}$$  \hspace{1cm} (28)

These electrons will be collected by junction $J_2$. In order to maintain charge neutrality, every collected electron must be compensated by a hole injected across $J_1$. Again another time is required for holes to pass the base region so:

$$t_1 = \frac{W_{B1}^2}{2D_p}$$  \hspace{1cm} (29)

When they arrive and are swept by $J_2$ into $P_2$, the holes cause
a further increase in injected electrons by $J_3$. This process continues until the current reaches its steady state load current level.

R. Davies, takes the lifetime of the carriers into account and shows a more accurate expression for base transit time which is

$$t_t = \frac{4W^2}{\pi^2 D (1 + \frac{4W^2 t}{\pi^2 D})}$$

(30)

where $D$ is the diffusion constant.

Another contribution is the time taken to charge the junction capacitance $C_3$ of junction $J_3$. This is given by:

$$t_3 = \int_0^{V_G} \frac{C_3(V)}{I_G} \, dV$$

(31)

where $C_3(V)$ is the gate-to-cathode capacitance, and is a function of gate-to-cathode voltage $V$. Thus the delay time can be the sum of three transit times which is taken to conclude at 10% of the anode current,

$$t_d = t_1 + t_2 + t_3$$

The rise time depends on the geometric mean of the transit times of both of the transistors and is equal to (Bergman, 1965),

(27)
After the rapid rise time a small area near the vicinity of the gate is turned on, causing the current $I_A$ to flow. The area of conduction spreads simply by lateral diffusion of minority carriers from the turned on region where their density is high into the non conducting regions during the spreading time $t_s$, until the whole cathode area of the thyristor is conducting. This conduction spreading is associated with a drop in the anode-to-cathode voltage of the device as the current density decreases.

Different approaches were used for the calculation of the spreading velocity. Longini and Melngailis (1963) for a rectangular bar shaped thyristor, showed that:

\[
V_S = \frac{F}{N_0} - \frac{H_0}{F} \left( \frac{D}{\tau} + \frac{n^2D^2}{a^2} \right)
\]

(33)

where $2F/H$ is the flux of carriers that is fed to the OFF region per unit thickness per unit length of periphery of the ON region.

- $a$ is the thickness of each base.
- $D$ is the diffusion constant of minority carriers.
- $\tau$ is the lifetime of minority carriers.

In another paper, Dodson and Longini (1966) put equation (33) in the form
\[ V_S = G_1 I/S - G_2 S/I \]  

(34)

where \( G_1 \) and \( G_2 \) are independent of current, but \( G_2 \) involves the temperature dependent parameters, and \( S \) is the peripheral length of the on region. At higher load currents, the first term of (34) dominates and velocity will be proportional to the load current. They showed experimentally that the measured velocity increases with load current, but the proportionality is not a direct one except for a small range of low currents. And at high currents the following relationship holds approximately,

\[ V_S \propto I^{1/n} \]  

(35)

where \( n \) usually lies between 2 and 6.

Bergman (1965) obtained the equation

\[ V_S = 1.48 (\frac{D}{t_r})^{1/2} \]  

(36)

where \( D \) is the diffusion constant and \( t_r \) is the rise time at the relatively low anode-cathode voltage, which occurs across the thyristor during the spreading process.

Ruhl (1970) pays more attention to this, and assumes that the spreading velocity is a linear function of the lateral hole current. He also assumes that the lateral field in the transition region is a constant and this shows that the spreading velocity is given by:
\[ V_S = \frac{AMkT}{q} \ln\left(\frac{J_e}{J_0} + K\right) + C \]  

(37)

where \( J_e \) is the active area emitter current density, at the edge of active region.

\( A \) is an unspecified function independent of \( J_e \) and temperature.

\( C \) is a device constant independent of \( J_e \) and \( K \) and has a value usually near 1.

2.3.2 \( \frac{dV}{dt} \) problem and the shorted emitter.

By applying a rapidly rising positive voltage to the thyristor, it can be made to turn-on if the rate of rise and magnitude of the anode voltage are sufficiently large. This phenomenon can cause undesired switching of the device.

When the device is in the blocking state a rapidly rising voltage applied to the anode lead will cause current to flow through junctions \( J_1 \) and \( J_3 \) and collector junction capacitance \( C_2 \). Since the \( \alpha \)'s increase with emitter current, the current which flows as a result of a rapid change in voltage may cause the \( \alpha \) sum to become unity; switching then occurs. For rating and application purposes, the \( \frac{dV}{dt} \) capability of a device is defined as the maximum rate of rise of forward voltage that the device will support without triggering, at a specified percentage of the rated blocking voltage.

Depletion of junction \( J_2 \) due to the flow of holes to
the cathode and electrons to the anode creates a displacement current which is equal to:

\[ I_{DLS} = C_2 \frac{dV}{dt} + V \frac{dC_2}{dt} \]  

The second term is very small in comparison to the first term and can be neglected. Its effect is to make the current fall slightly with time, because as the depletion layer spreads \( C_2 \) decreases. However (38) can be simplified to

\[ I_{DLS} = C_2 \frac{dV}{dt} \]  

thus the \( dV/dt \) capability of device is influenced by the capacitance of the centre junction.

The \( dV/dt \) performance depends on geometry (such as effective base widths) and mostly on the lifetime of the minority carriers. That means lowering minority carrier lifetime will reduce emitter efficiency and transport factor, which needs more displacement current to trigger the device.

The performance with respect to \( dV/dt \) can be improved by negatively biasing the gate, as then the displacement current can partly flow straight from the p-base and across the gate, bypassing the n emitter, and thus not
releasing electrons from the n-emitter. Junction J3 is then not biased in the forward direction owing to the negative voltage from the gate applied to the p-base. Not until the desired moment of triggering is the gate briefly positive.

The stability of the device in respect of dV/dt also falls off rapidly with temperature, figure (2-3), because the current gain factors increases with temperature and reach the critical value of unity at quite small currents.

Another possibility of improving dV/dt performance is by careful control of the impurity concentration between emitter and base. This will control the emitter efficiency of the device, hence the current gain.

![Graph showing rate of voltage rise in relation to temperature for device without shorted emitter.](image)

(After E. Anwander 1966)

Figure (2-3) The rate of voltage rise in relation to temperature for device without shorted emitter.
Emitter efficiency can be controlled structurally by introducing shorting resistance between the underlying base region and the emitter, figure (2-4).

Figure (2-4) pnpn with shorted emitter

The primary function of "shorted emitter" is to reduce the n-emitter efficiency at low current levels. In this way the shorts serve to increase the high temperature forward blocking voltage capability of the device and also to improve the dV/dt rating. They also provide a path for the removal of stored charge from the p-base and increasing the holding current of the device, thereby reducing the time required to turn the device off.

However with the anode biased positively, the hole current collected at J_2 will flow laterally beneath the emitter junction until the voltage drop reaches a sufficient level (V_0) to cause J_3 to emit electrons into the base region. Thus, we have an emitter which has essentially a zero emitter efficiency at very low currents, but as the current (33)
through the structure increases, the emitter efficiency increases. The variation of emitter efficiency with current can be easily controlled by adjustment of the base sheet resistivity and the spacing between shorted regions.

Aldrich and Holonyak (1959) used metallic contact forming a short circuit between the emitter and adjacent base region of the pnpn device and showed that, by varying the shorted area it is possible to fabricate the device with turn-on currents less or greater than the hold current.

They also showed that the holding current \( I_h \) changes only a little over an extensive temperature range, whereas the turn-on current \( I_{BO} \) changes appreciably with increasing temperature. Also the breakover voltage remains relatively constant, because of the small temperature coefficient of avalanche breakdown.

C.K. Chu (1970) experimentally showed that the \( dV/dt \) performance not only depends on the shorted area but also on the shorting pattern. By increasing the shorted area, the distance between the shunts will be decreased and actual \( dV/dt \) will be increased. He eliminated one row of shunts around the gate, and observed that the \( dV/dt \) performance was lowered and turn-on time decreased, but on the other hand the loop effect could be minimized in the forward V-I characteristic.
Raderecht (1971) approach was graphical and he showed that, the degree of improvement depends directly on the number and spacing of the shorting dots. A small number of dots (i.e. 6) appeared to have no significant effect on the dV/dt capability or voltage performance of the device, but as the number of dots was increased the dV/dt performance gradually improved and the forward blocking voltage rapidly increased to maximum and then a slight difference was observed in voltage performance as the number of dots was increased further. The interesting result was that, a large number of small shorts was more effective than few a large shorts. The table below shows some of the results.

<table>
<thead>
<tr>
<th>No. of dots</th>
<th>Approx. spacing of dots (thou)</th>
<th>Average $V_{BO}$ (volts)</th>
<th>Ave. gate firing chara. $I_{GF}/V_{GF}$</th>
<th>Ave. dV/dt at 640 V &amp; $125^\circ$C $V/\mu$S</th>
</tr>
</thead>
<tbody>
<tr>
<td>6</td>
<td>175</td>
<td>910</td>
<td>860</td>
<td>64/1.4</td>
</tr>
<tr>
<td>12</td>
<td>125</td>
<td>1050</td>
<td>975</td>
<td>83/1.6</td>
</tr>
<tr>
<td>24</td>
<td>93</td>
<td>1060</td>
<td>1005</td>
<td>93/1.6</td>
</tr>
<tr>
<td>30</td>
<td>78</td>
<td>1040</td>
<td>1020</td>
<td>84/1.6</td>
</tr>
<tr>
<td>75</td>
<td>46</td>
<td>1060</td>
<td>980</td>
<td>110/1.6</td>
</tr>
</tbody>
</table>

(After Raderecht, 1971). The size of dots were 0.027".

2.3.3 di/dt problem.

As mentioned previously the gate triggered thyristor
does not turn on over its entire area immediately after the application of the trigger signal. Conduction is at first confined to a small area under the cathode which is physically close to the gate electrode. The conducting state then diffuses radially outwards with time from this initiated point.

At the initial stage, if the power dissipated during the early turn-on process is high and the initial conducting area small, a large amount of energy will be dissipated in the initial region. This causes rapid localized heating and can result in the destruction of the device by excessive temperature or thermal shock. A thyristor's ability to switch into fast-rising currents without damage is termed "di/dt" capability.

The energy dissipated per unit volume in the initiated region during early conducting period is defined by (Cordingley, 1971)

\[
E = \frac{\int_{0}^{t_1} \frac{P(t)A_0}{A(t)} \, dt}{A_0 \cdot d}
\]

where \( A(t) \) is the instantaneous conducting area, \( A(t) = A_0 \) at \( t=0 \).

\( A_0 \) is the initial conducting area.
\( d \) is the thickness of silicon slice.
\( E \) is the energy supplied per unit volume to the initiated point after \( t_1 \) seconds (\( t_1 < 20 \mu s \)).
P(t) is the instantaneous power dissipated in the silicon slice, and is a function of the SCR's rise time.

A demand for power devices to be capable of turning on into fast-rising high-current waveforms with low transient-energy dissipation and without damage, persuaded investigators to work more closely at the problems involved. However in order to improve di/dt capability, Somos and Piccone (1967) experimentally showed that decreasing the initial thermal resistance from the conducting area to the heat sink and decreasing the current density will increase the initial conducting area of the device which improves its di/dt rating.

High voltage thyristors have inherently lower di/dt capability, their crossover point [a point at which at given current density, the heat generated in the cell decreases with increasing temperature and above this current density the generated heat increases with temperature] is lower, and for a given current density they have a higher conducting voltage drop. Hence for high voltage designs, to obtain a di/dt capability comparable with low voltage designs, the initial conducting area must be increased. This can be achieved by alteration to the device's physical geometry and increased gate drive.

A circuit solution to overcome di/dt (Maphan 1962) was the use of saturable reactors in series with the device;
this limits the current after turn on. During the delay period the turned-on area has time to increase so that the current density is reasonably low when the bulk current flows. The problem with a saturable reactor is that if the current density is low during the reactor's delay period, the conducting region will not spread and all the current will still flow through one small area. Therefore, the designer of such a circuit must consider the current during the reactor delay period and the delay characteristics of the reactor.

To solve the di/dt problem rather than circumvent it, manufacturers have tried a variety of gating configurations other than the simple side-fire gate. The centre-gate, ring-gate and multiple-gate structures are theoretically supposed to reach full area conduction about twice as quickly as a side-fired device, but they have not increased di/dt ratings appreciably. In these devices, just as in the side-fired gate, more current is carried at the initiating point than elsewhere, and local burn out is a problem. However multiple-gate and ring-gate structures require a large gate signal, or "Hard firing". Ring-gate thyristors because of their long-gate cathode perimeter for a constant emitter depth, suffered from reduced gate sensitivity. In order to overcome this problem devices have been developed that incorporate a gate amplification facility.

Figure (2-5) illustrates the structure of the amplifying
gate thyristor. When the device is in the forward blocking state, the cathode of auxiliary thyristor is at the same potential as the main cathode, and negative with respect to the anode. Upon applying a positive voltage to the primary gate, the auxiliary thyristor is switched on, and the anode current starts to flow in the direction as indicated by the arrows figure (2-5). This lateral flow of anode current in the p-region acts as a very large gate drive for the main thyristor. Eventually the main thyristor is switched on, and the auxiliary thyristor is switched off.

Cordingley (1971) showed that such a structure has low switching loses and good di/dt capability with high gate sensitivity at low values of gate drive. At high values of gate current the amplifying structure has poorer switching characteristic than a ring gate structure. This
is probably because the area over which the auxiliary thyristor can dissipate the early switching energy is small, whereas with the large ring-gate structure the whole of the switching energy can be dissipated over a much larger area and hence volume.

The amplifying gate structure as well as the ring-gate devices have the disadvantage that during the steady-state conducting period the position of silicon used for the gating mechanism is inactive. In this case at low frequencies and suitable switching condition, the short gate device is to be preferred, since it provides a larger effective area for steady state condition.

The inverse gate thyristor has been developed to eliminate the high gate drive failure. Figure (2-6) shows the structure of such a device.

Figure (2-6) Inverse gate thyristor.
Upon applying a negative voltage to the n$_3$ region, an ohmic current will flow from the gate pulse generator through the ohmic short common with the main cathode, across the p$_2$ region and back across the J$_4$ junction. This causes electrons to be injected from the n$_3$ into the p$_2$ region building up the concentration of carriers under the junction in the p$_2$ region. This difference in carrier concentration through the p$_2$ region enables a current of diffusing carriers to cross the p$_2$ region to be collected at the J$_2$ junction immediately beneath the n$_3$ region. Switching then occurs in this region. Before this point the J$_3$ junction is reverse biased. Once switching takes place at the J$_2$ junction in the vicinity of the n$_3$ region. A large current typically 20 to 30 amps. is available to switch on the main cathode. Thus a heavy current drive to the main cathode has been generated so that the large di/dt (1000 A/μS) can be absorbed by the main cathode.

Gray (1968) developed another gate structure device to improved di/dt capability. This device is called a regenerative gate structure which is shown in figure (2-7). 

![Diagram of regenerative gate thyristor](image)

Figure (2-7) Regenerative gate thyristor.
Once the device is switched on, the current flowing along the emitter produces a voltage drop. This voltage drop in the "P" lip acts as a signal generator. The magnitude of the output voltage $V_0$ is equal to

$$V_0 = \frac{V_r}{R+r}$$

(41)

where $R$ is the variable resistance of the conducting area, $r$ is the emitter lip lateral resistance and $V_r$ is the anode voltage. This voltage which is positive with respect to the cathode can be picked off the emitter lip contact "P" and fed to point $G_1$ on the $p_2$ base layer. This offers the current an alternative path to the emitter contact with a lower resistance. Thus most of the current will flow in this direction and will provide a powerful gate drive $G_1$ the regenerative gate. This current will turn the device fully on. Thus the regenerative action can improve the $di/dt$ capability. Multiple gates were used successfully with consistent firing at all of them.

2.3.4. Turn Off.

The turn off process is the regaining of the forward blocking state after termination of a forward current. When the device is in the conducting state, all three junctions are forward biased. Therefore both bases contain excess minority carriers figure (2-8) which increase with forward current. In order to turn off the device,
these excess carriers must be removed from the bases, by an electric field by reversing the applied voltage, or decay by recombination. This can also be done by removal of base current from the gate contact.

Figure (2-8) Charge distribution in bases in the conducting state.

When the voltage across the device is reversed, the junctions \( J_1 \) and \( J_2 \) become reverse biased whereas the junction \( J_2 \) remains forward biased. Junction \( J_3 \) because of high impurity concentration on both sides, will have a low avalanche breakdown compared with the two other junctions. Figure (2-9) illustrates the current wave form and charge distribution.

At the point just before \( t_0 \) on the time axis the device is fully on and carrying heavy forward current. When reverse bias is applied, junctions \( J_1 \) and \( J_3 \) starts collecting the minority carriers which have been injected under forward bias. When the excess minority carriers concentration at junction \( J_3 \) reaches zero (time \( t_1 \)), its depletion layer starts spreading and \( J_3 \) becomes reverse...
biased. The current through the circuit decays until the avalanche-breakdown of the junction is reached (time \( t_2 \)). At this time the voltage across \( J_3 \) has risen to its breakdown value and the voltage across the device reaches an avalanche value of \( J_3 \). The current through junction \( J_2 \) during reverse recovery mostly consists of hole current injected from \( p_2 \) into \( n_1 \). Thus as holes leave base region \( n_1 \) to \( J_1 \) and are swept into the anode emitter, other holes enter the \( n_1 \) base by means of injection at junction \( J_2 \). On the other hand as electrons diffuse across \( p_2 \) to \( J_3 \) and are swept into the cathode emitter, only a small fraction of the base current near \( J_2 \) consists of electrons injected into \( p_2 \).

Thus electrons are being swept out of base \( p_2 \) by \( J_3 \) at a much faster rate than they are injected by \( J_2 \). Therefore the regions \( p_2 \) and \( n_2 \) are swept free of charge prior to \( n_1 \), i.e. the excess charge in the \( n_1 \) base cannot be removed readily but decays by recombination at a rate proportional to the minority carrier lifetime. Furthermore because of the lower doping and large width of the \( n_1 \) base, this region has more excess charge to lose than the \( p_2 \) base, and because of this the turn-off time is determined primarily by the charge decay in the \( n \) base of a conventional thyristor. However at time \( (t_3) \) the excess hole density at \( J_1 \) becomes zero. Then the voltage across \( J_1 \) begins to build-up, and the current decays to its steady-state blocking value.
Figure (2-9) Current waveforms and charge distribution during turn-off.

The turn-off time, i.e. the time which must elapse after conduction before the device will block reapplied forward voltage is measured between the points, where current crosses the axis ($t_5$), and is theoretically defined
by figure (2-9):

\[ t_{\text{OFF}} = \tau_p \ln \frac{I_F}{I_H} \]  

(42)

under assumption that \( dV/dt \) and temperature effects are negligible. In equation (42) \( \tau_p \) is the lifetime of the high resistivity base layer and \( I_F \) the forward current and \( I_H \) is the holding current.

Equation (42) shows that the turn-off time can be effectively lowered by lowering the lifetime of the minority-carriers (holes) or by increasing the holding current \( I_H \), which may not be much help. For obtaining good \( dV/dt \) performance, this parameter is already made as high as possible.

Minority carriers lifetime can be controlled by diffusing impurity atoms into the base regions of the device. In practice gold is a convenient impurity, which acts as an effective recombination centre for minority carriers (Bullis 1966).

Lowering the minority carrier lifetime \( \tau_p \) reduces the \( L_p \) and will lead to higher forward voltage drop of the device. \( W_n \) may be reduced to counteract this but then \( V_{BO} \) will suffer. Thus considerable compromise between parameters must be tolerated.
An improvement in the characteristics may be obtained if gold is diffused from the p₁ side of the wafer, therefore there is a fairly heavy concentration around J₂ but small along most of Wₙ. This requires a steep profile. In this way t_{OFF} can be reduced without affecting L_p to the same extent as with uniform diffusion.

It was already mentioned that the turn off process can be achieved by removing the base current from the gate lead, but this technique is limited to low currents or specially designed devices. In the gate turn off devices the carriers are removed from one of the base regions while the device is in the ON state. This can be done by application of reverse bias to the p-base (gated) region. Figure (2-10)

The removal of carriers will start from the edge of emitter adjacent to the gate contact; as a result, the lateral base voltage drops, causes junction J₃ to become reverse biased in the vicinity of the gate region and therefore ceases to conduct current. Thus the gate current will flow laterally through a base resistance. However, in this case, the anode current is determined by the same external circuit current. Since the ON area has been reduced, the current density in the remainder is higher than when the whole device was ON. As more and more gate current is withdrawn from the base, the region of cathode emitter junction J₃ at the vicinity of the gate lead finally avalanches, with the result that a shunt path for the

(47)
The magnitude of the reverse gate bias is limited to the reverse breakdown voltage of junction J3 and cannot be increased indefinitely.

In order to reduce the turn-off time, Raderecht (1974) developed a device by combining the conventional thyristor and the gate controlled switch. By design of such a device he reduced the turn-off time quite remarkably (from 20μs to 5μs) for a device with no gold doping. Then by introducing a gold impurity to provide trapping centres in the base region of the device, he achieved a turn-off time of 1-2 micro seconds with dV/dt capability of 600 V/μS rate of rise to 600 volts forward blocking voltage at 100°C, but at 25°C the rate of rise capability was reduced. This anomaly possibly could be altered by careful adjustment of
the silicon resistivity and thickness or by introducing metallic impurities other than gold to reduce the lifetime of silicon.
3.1 Introduction.

The characteristics of the silicon controlled rectifiers is determined, by the two component alphas, i.e. the current gains of the NPN and PNP transistor sections constituting the PNPN configuration of the SCR. Thus a measurement of the two component alphas would appear to be as important in the design, fabrication and commercial manufacture of the SCR.

Several techniques are commonly employed in an effort to measure the two component alphas of the thyristor. One method consists of fabricating separately PNP and NPN sections of the SCR and measuring the two component alphas by means of transistor measurement. This method deviates from the desired degree of accurate simulation of the actual PNPN configuration in the measurements performed separately on PNP and NPN sections and do not reflect the subtle interplay of gate, cathode and anode current flow in the device.

Another method of measuring current gains of two transistor section is by connecting a lead to each section of the PNPN structure (Crees and Hogarth, 1963) and therefore measuring the two alphas by standard techniques employed on transistors. Utilization of the method is impeded by the inconvenience
and difficulty experienced in attaching a fourth lead to the n-base region since the commercial SCR is a three-lead device. However Fulop (1963) suggested a method for alpha measurements on the three terminal SCR, treating it as a hook transistor. His determination was based on the idea of cut-off frequencies of the PNP and NPN sections which are not identical and the alphas will have frequency characteristics from which one will be able to measure the PNP and NPN alpha values.

To represent the operation of the thyristor two equivalent circuits will be needed, a. DC equivalent circuit.

From the two transistor analogue of the thyristor can readily be shown the relationship between dc currents flow and current gain factors, figure (3-1).

![Figure (3-1) Two-transistor analogue of PNPN switch.](image)

(51)
The base current of the PNP transistor is

\[ I_{B1} = (1 - \alpha_{PNP}) I_A - I_{CB01} \]  

which is supplied by the collector of NPN transistor. However, the collector current of NPN section is

\[ I_{C2} = \alpha_{NPN} I_K + I_{CB02} \]  

where \( I_{CB01} \) and \( I_{CB02} \) are saturation current of reverse bias junctions of PNP and NPN transistors. The effective dc current gain of the SCR is given by

\[ \alpha_{dc} = \frac{I_A}{I_K} \]  

Neglecting multiplication at the reverse-biased centre junction and substituting equations (43) and (44) into (45), noting that \( I_{B1} = I_{C2} \) the dc alpha will be

\[ \alpha_{dc} = \frac{\alpha_{NPN}}{1 - \alpha_{PNP}} \]  

The dc alpha is measurable but to obtain the values for \( \alpha_{PNP} \) and \( \alpha_{NPN} \) we resort to ac values where a frequency separation of alphas will yield their values.

b. AC Equivalent Circuit.
If the dc currents are held constant at a fixed bias, then a small signal ac current superimposed on the cathode current will cause a small ac variation to appear in the anode current. The small signal effective alpha is defined as

\[
   \alpha_e = \frac{i_a}{i_k}
\]

(47)

where \(i_a\) and \(i_k\) are the ac component of anode and cathode currents. From combination of the equivalent circuits for the two transistor sections, the small signal ac equivalent circuit for PNPN can be shown as figure (3-2).

![Figure (3-2) ac equivalent circuit of PNPN switch.](image)

The current at point A is continuous thus:

\[
   (1 - \alpha_{pnp}) i_a = \alpha_{nnp} i_k
\]

(48)

where \(\alpha_{pnp}\) and \(\alpha_{nnp}\) are small signal current gain factors.

(53)
of the thyristor. From equations (47) and (48) we have:

\[ \alpha_e = \frac{\alpha_{n\text{pn}}}{1 - \alpha_{p\text{np}}} \]  

(49)

\( \alpha_{n\text{pn}} \) and \( \alpha_{p\text{np}} \) are limited by the cut-off frequency for minority carriers across the P and N base regions of the thyristor. The frequency variation of alpha can be equationated to (single pole approximation)

\[ \alpha_{n\text{pn}} = \frac{\alpha_{n\text{pn}0}}{1 + jf/f_n} \quad \text{and} \quad \alpha_{p\text{np}} = \frac{\alpha_{p\text{np}0}}{1 + jf/f_p} \]  

(50)

where \( \alpha_{n\text{pn}0} \) and \( \alpha_{p\text{np}0} \) are low-frequency small signal current gains and \( f_p \) and \( f_n \) are cut-off frequencies for PNP and NPN transistors respectively. Substituting equation (50) into (49) we obtain:

\[ \alpha_e = \frac{\frac{\alpha_{n\text{pn}0}}{1 + jf/f_n}}{1 - \frac{\frac{\alpha_{p\text{np}0}}{1 + jf/f_p}}{1 + jf/f_p}} \]  

(51)

Since the base width of the PNP transistor is normally greater than the NPN section, therefore the cut-off frequency of the NPN is higher than the cut-off frequency of the PNP transistor. Figure (3-3) shows the frequency variation of \( \alpha_e \).

At the low frequency plateau region A of figure (3-3) the \( f \ll f_p \ll f_n \), therefore \( f/f_p \ll 1 \) but \( f/f_n \ll 1 \) thus:

\( (54) \)
\[ \alpha_e = \alpha_{e0} = \frac{\alpha_{nnp0}}{1 - \alpha_{pnp0}} \]  \hspace{1cm} (52)

Figure (3-3) Frequency variation of effective alpha of PNPN switch.

and is measurable. At the plateau region C, \( f_p < f < f_n \)
therefore \( f/f_p \gg 1 \) and \( f/f_n \ll 1 \) thus:

\[ \left| \frac{\alpha_e}{C} \right| = \alpha_{nnp0} \]  \hspace{1cm} (53)

Hence from the experimental measurement, \( \alpha_{e0} \) and \( \alpha_{nnp0} \)
are obtainable, and \( \alpha_{pnp0} \) can be derived. Therefore the
small signal alphas for the two transistor sections are
known. At the frequency equal to the cut-off of two
transistors the effective alpha is equal to

a) \[ f = f_n \quad \frac{f/f_p}{1} \]  \hspace{1cm} (54)

\[ \left| \frac{\alpha_e}{D} \right| = \frac{\alpha_{nnp0}}{\sqrt{2}} \]  \hspace{1cm} (55)
As mentioned before the dc alphas $\alpha_{PNP}$ and $\alpha_{NPN}$, can be readily defined from the ac values of current gains.

The dc current gains of two transistor sections are defined by

$$\alpha_{PNP} = \left| \frac{I_{CP}}{I_A} \right| \quad \text{and} \quad \alpha_{NPN} = \left| \frac{I_{CN}}{I_K} \right|$$

(56)

where $I_{CP}$ and $I_{CN}$ are dc collector currents of the PNP and NPN sections respectively, with the total collector current given by

$$I_A = \left| I_{CP} \right| + \left| I_{CN} \right|$$

Thus to know dc current gains of two transistor sections one requires to know the $I_{CP}$ and $I_{CN}$ values. In order to obtain these, the frequency variation of effective alpha should be repeated for a series of measurable $I_A$ values at fixed $V_{AK}$ anode to cathode voltage. From this one will obtain the alphas as a function of their relevant emitter current.

$$\alpha_{nnp0} = \alpha_{nnp0} (I_K) \quad \text{and} \quad \alpha_{pnp0} = \alpha_{pnp0} (I_A)$$

(56)
Plotting the curve of alphas as a function of their emitter current, and by integration from the definition of alphas, one obtains $I_{CN}$ and $I_{CP}$, thus:

$$\alpha_{npo} = \left| \frac{\partial I_{CN}}{\partial I_K} \right|$$

and

$$\alpha_{pno} = \left| \frac{\partial I_{CP}}{\partial I_A} \right|$$

$$I_{CN} = \int_{0}^{I_K} \alpha_{npo} d I_K$$

$$I_{CP} = \int_{0}^{I_A} \alpha_{pno} d I_A$$

(57)

and from the numerical integration of the $\alpha$ versus emitter current plots, one can obtain the separate dc. collector currents, $I_{CN}$, $I_{CP}$. This makes a plot of the emitter-collector dc current of each transistor section possible and the $\alpha_{PnP}$ and $\alpha_{NPN}$ readily follow according to equation (56).

### 3.2 Method of Measurement.

The circuit employed is shown in figure (3-4). The small signal anode and cathode currents $i_a$ and $i_k$ respectively were measured on an oscilloscope (later by sensitive valve-voltmeter) and the ratio of $i_a/i_k$ was plotted as a function of frequency.

$$\alpha_e = \frac{i_a}{i_k} = \frac{V_a/R_A}{V_k/R_K} = \frac{V_a}{V_k}$$

since $R_A = R_K = 5.7 \Omega$

Signal level of the order of $\sim 1 mV$ across the 5.7 ohms

(57)
Figure (3-4) Circuit used for current gain measurements.
resistor of the cathode was employed. In order to get such a signal level across the cathode resistor a signal of order 3.0 mV to 15 mV was employed at the cathode-gate terminal. This variation of applied ac voltage was dependent on the size of the device. Therefore in comparison with the dc signal, the ac signal was low enough to call it "small signal".

![Circuit diagram](image)

Figure (3-4) Circuit used for current gain measurements.

A variable inductance $L_{AG}$ between the gate and anode was employed to tune out the unwanted feedback due to the centre junction capacitance at high frequencies (above 100 KHZ) to show up the decline of the second plateau. At high enough frequencies, the reverse biased junction capacitance acts as a parallel path to the anode current, shown in figure (3-5).
Figure (3-5) High frequency equivalent circuit.

The upper pn junction has a very low impedance as it is forward biased. The dominant term is the capacitance $C$ and reverse biased junction capacitance. $C$ has a very low impedance at high frequency. However, at low frequencies, capacitance $C$ has very low admittance, hence $i_c$ is very low and negligible compared to $i_a'$. Thus the effective alpha is

$$\alpha_e = \frac{\frac{i_a'}{i_k}}{\frac{i_a}{i_k}}$$

where $i_a' = \text{true anode current}$.

At high frequency $i_c$ is not negligible because of the lowered impedance of the $C$. Thus
\[
\alpha_e = \frac{i_a}{i_k} = \frac{i_a - i_c}{i_k} \approx \frac{i_a}{i_k}
\]

Hence, by taking the ratio of \(i_a\) to \(i_k\) at high frequencies, the obtained value for the effective alpha will be high. However the inductance \(L_{AG}\) will tune out this capacitance and therefore \(i_c\) will find no path to by-pass and the obtained alpha will be near the true value. However it should be remembered that in this case the cut-off frequency obtained for \(\alpha_{nnp}\) is not a true value because the emitter-base capacitance will be tuned out at the same time.

3.3. Measurements:

A number of devices were measured and some details of their design where known are shown in the following table.

<table>
<thead>
<tr>
<th>Device No.</th>
<th>Slice Diameter</th>
<th>Slice Thickness</th>
<th>P Diffusion Depth</th>
<th>Width of NType Base</th>
<th>V_{BO}</th>
<th>I_{Peak}</th>
<th>Cal. (f_{(pnp)}t)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>cm</td>
<td>(\mu m)</td>
<td>cm</td>
<td>(\mu m)</td>
<td>cm</td>
<td>KV</td>
<td>A</td>
</tr>
<tr>
<td>1</td>
<td>1.8</td>
<td>175</td>
<td>37</td>
<td>100</td>
<td>0.8</td>
<td>116</td>
<td>39</td>
</tr>
<tr>
<td>2</td>
<td>3.7</td>
<td>450</td>
<td>87</td>
<td>275</td>
<td>2</td>
<td>500</td>
<td>5.1</td>
</tr>
<tr>
<td>3</td>
<td>3.7</td>
<td>1625</td>
<td>200</td>
<td>625</td>
<td>6</td>
<td>1000</td>
<td>1.0</td>
</tr>
<tr>
<td>4 not Au-doped</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.5</td>
<td>10</td>
<td>--</td>
</tr>
<tr>
<td>5 Au-doped</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.5</td>
<td>10</td>
<td>--</td>
</tr>
</tbody>
</table>

TABLE (1)

The calculated values of \(f_{(pnp)}t\) were obtained from

(60)
Pritchard (1952).

\[ f_{(pnp)t} = \frac{1.22 D_p}{\pi W_n^2} \]

which assumes a purely diffusive minority carrier transport across \( W_n \) with a diffusion length \( L_p \gg W_n \) relating in an approximate triangular excess carrier concentration profile. A value of order \( 10 \text{ cm}^2/\text{sec} \) for \( D_p \) was assumed. These conditions may well not prevail and part of the small differences between \( f_{(pnp)t} \) and their measured counterparts could be due to this.

3.3.1 Device No. 1

The measured \( \alpha_e \) values versus frequency for anode-to-cathode voltages \( V_{AK} = 50 \text{ V} \) and \( 200 \text{ V} \) are plotted in figures (3-6) and (3-7) for a number of anode currents. Also the calculated value of \( \alpha_{pnp0} \) and \( \alpha_{nnp0} \) as well as their sum \( \alpha_{t0} \) are shown in figure (3-8) plotted as a function of \( I_A \).

This device, in spite of its relatively small \( W_n \) shows low \( \alpha_{pnp0} \) values. This could be due to a very low lifetime in the n base. The value of \( \alpha_{t0} \) increased with \( V_{AK} \) and \( I_A \) but even at the highest \( V_{AK} \) and \( I_A \) values it is still well below the critical value of unity.

The anode-cathode dc-current characteristics of the
thyristor is shown in figure (3-9). However for $200\, V_{AK}$ the device was found to switch at $22\, \text{mA}$. The calculated $f_{\text{pnp}}$ value agrees reasonably well with the measured value of $f_{\text{pnp}}$ according to equation (55).

From the above curves and by utilizing equation (57) one can readily calculate the dc collector current of the NPN and PNP transistors ($I_{CN}$, $I_{CP}$) respectively, and hence the dc current gains of two transistor sections. At the point near the switching the values of $I_{CN}$ and $I_{CP}$ are equal to:

$$I_{CN} = \int_{0}^{I_{K}} \alpha_{\text{npn0}} dI_{K} \quad \text{and} \quad I_{CP} = \int_{0}^{I_{A}} \alpha_{\text{pnp0}} dI_{A}$$

$$\therefore \quad I_{CN} = 19.38\, \text{mA} \quad \text{and} \quad I_{CP} = 1.5\, \text{mA}$$

where

$V_{AK} = 200\, V \quad \text{and} \quad I_{A} = 20\, \text{mA}$

$$\therefore \quad I_{A}^{(\text{cal.})} = I_{CN} + I_{CP} = 20.89\, \text{mA}$$

Comparing the calculated value of $I_{A}$ with value of $I_{A}$ directly obtained by measurement (20 mA) shows favourable agreement. Thus from this the sum of dc alphas can be calculated, which is well below unity.

$$\alpha_{\text{PNP}} + \alpha_{\text{NPN}} = 0.42$$

(62)
whereas at this point the sum of small signal alpha is considerably closer to unity.

\[ \alpha_{t0} = \alpha_{n\text{pn}0} + \alpha_{p\text{np}0} = 0.74 \]

This confirms that it is the small signal alphas which control the switching point.

### 3.3.2 Device No. 2

Values of \( V_{AK} = 10 \) and \( 50 \) V were chosen and the measured values of \( \alpha_e \) versus frequency are shown plotted in figures (3-10) and (3-11). Figure (3-12) shows the values of \( \alpha_{p\text{np}0} \) and \( \alpha_{n\text{pn}0} \) versus \( I_A \) as well as \( \alpha_{t0} \). This device although it has the same slice diameter (3.7 cm) as device No. 3, in keeping with its much smaller n base width \( W_n \) value has much higher \( \alpha_{p\text{np}0} \) and \( f_{\text{pnp}} \) values. There is reasonable agreement between \( f(p\text{np}) \) and measured \( f_{\text{pnp}} \) values.

Figure (3-13) shows the dc anode-cathode characteristics of the device. This device switches at \( I_A = 10 \) and \( 12 \) mA for \( V_{AK} = 10 \) and \( 50 \) V, respectively, and \( \alpha_{t0} \) is seen to be very close to unity near these values.

For this device the calculated value of dc collector currents \( I_{CN} \), \( I_{CP} \) from the corresponding curves are:

\[ I_{CN} = 0.5 \text{ mA} \quad \text{and} \quad I_{CP} = 6.2 \text{ mA} \]
\[ V_{AK} = 50 \, \text{V} \quad \text{and} \quad I_A = 10 \, \text{mA} \]

therefore the calculated \( I_A \) value at the point near the switching is equal to

\[ I_A \, (\text{cal.}) = I_{CN} + I_{CP} = 11.2 \, \text{mA} \]

which with a 10% error compares favourably with the value of 10 mA obtained in direct measurement. Thus the sum of dc alphas can be obtained, which is still below unity.

\[ \alpha_{PNP} + \alpha_{NPN} = 0.81 \]

where as at the same point the sum of small signal alphas is somewhat closer to unity.

\[ \alpha_{t0} = \alpha_{nnp0} + \alpha_{ppn0} = 0.96 \]

This again shows that the sum of dc alphas is lower than sum of small signal alphas at switching point.

3.3.3 Device No. 3

This device like device No. 2 has a slice diameter of 3.7 cm but is capable of withstanding 6KV with a corresponding large \( W_n \) value. Figures (3-14) and (3-15) show the effective alpha \( \alpha_e \) values as a function of
frequency for a number of anode values with $V_{AK} = 50$ and
200 V respectively. Figure (3-16) shows the calculated
$\alpha_{pnp0}$ and $\alpha_{npp0}$ as well as $\alpha_{t0}$ the sum of alphas plotted
as a function of $I_A$ with $V_{AK}$ as a parameter. Although
reasonable agreement was obtained between $f_{(pnp)t}$ and
$f_{pnp}$, it was not as good as expected. The reason for this
being the wide n-region, which will yield a higher $f_{pnp}$.

The $\alpha_{npp0}$ values are comparable with those obtained
for device No. 2 but $\alpha_{pnp0}$ is, because of the much wider
$W_n$, considerably reduced.

The dc anode current as a function of cathode dc
current is shown in figure (3-17).

The dc collector currents of npn and pnp transistor
sections ($I_{CN}, I_{CP}$) were calculated according to their
respective curves and from this the dc current gains.

$I_{CN} = 18.36 \text{ mA}$

$I_{CP} = 3.2 \text{ mA}$

$I_A \text{ (cal.)} = I_{CN} + I_{CP} = 21.56 \text{ mA}$

where $V_{AK} = 200 \text{ V}$ and $I_A = 20 \text{ mA}$.
This again shows reasonable agreement between calculated $I_A$
and measured $I_A$. So the dc sum alpha will be:

$\alpha_{NPN} + \alpha_{PNP} = 0.33$

(65)
This is lower than small signal alpha sum, because at this point $\alpha_{t0}$ is equal to

$$\alpha_{t0} = \alpha_{nnp0} + \alpha_{pnp0} = 0.49$$

Once again this shows the dominant influence of small signal alphas in controlling the switching point.

3.3.4 Device No. 4 (Not Au-Doped)

Measured $\alpha_e$ values versus frequency for anode-to-cathode voltage $V_{AK}$ equal to 50 V is plotted in figure (3-18) for a number of anode currents. The calculated values of $\alpha_{pnp0}$ and $\alpha_{nnp0}$ and their sum are shown in figure (3-19) plotted versus $I_A$, the anode current.

The anode-cathode dc current characteristics of the small not Au-doped 10A thyristor is shown in figure (3-20). The slope of this is $\alpha_{e0}$ and agrees well with the measured value at one point. For 50 V anode to cathode voltage the device was found to switch round about 3.5 mA.

Once again the calculated values of $I_{CN}$ and $I_{CP}$ were obtained from corresponding curves, and reasonable agreement was found between calculated $I_A$ and measured one.
\[ I_{CN} = 2.8 \text{ mA} \quad \text{and} \quad I_{CP} = 0.3 \]

where

\[ V_{AK} = 50V \quad \text{and} \quad I_A = 3\text{mA} \]

\[ \therefore \quad I_A \text{ (cal.)} = I_{CN} + I_{CP} = 3.1 \text{ mA} \]

The sum of dc alphas at this point near the switching is

\[ \alpha_{PNP} + \alpha_{NPN} = 0.45 \]

which is below unity.

where as at this point the sum of small signal alphas is not far from unity.

\[ \alpha_{pnp0} + \alpha_{nnp0} = 0.90 \]

3.3.5 Device No. 5 (Au-Doped)

This device is nominally identical to device No. 4 except that it was gold doped. This is in order to reveal the influence, if any, such doping might have on the current gains as well as the known effect on switching speed. The value of \( V_{AK} = 50V \) was chosen and the measured values of \( \alpha_e \) versus frequency are shown plotted in figure (3-21). Figure (3-22) shows the values of \( \alpha_{pnp0} \) and \( \alpha_{nnp0} \) versus...
Iₐ as well as αₜ₀ the sum of alphas. The effect of gold doping on α_pnpₐ is particularly pronounced. This value has been depressed because of the considerably reduced lifetime in the wider ungated region. However, figure (3-23) shows the anode-cathode dc current curve of such a device. For this device the switching current found to be 10 mA at V_AK = 50 V and αₜ₀ is seen to be very close to unity near this value.

For this device the calculated values of dc collector currents I_CN and I_CP from their respective curves versus emitter currents at point near the switching are

\[ I_{CN} = 8.2 \text{ mA} \quad I_{CP} = 0.45 \text{ mA} \]

where

\[ V_{AK} = 50 \text{ V} \quad \text{and} \quad I_A = 9 \text{ mA} \]

therefore the calculated I_A will be:

\[ I_A \text{ (cal.)} = I_{CN} + I_{CP} = 8.65 \text{ mA} \]

which is in reasonable agreement with measured I_A. The sum of dc alphas at this point is

\[ \alpha_{NPN} + \alpha_{PNP} = 0.49 \]

whereas the sum of small signal alphas is very close to unity at this point.

(69)
3.4 Discussion of Results.

The manner in which the devices were measured showed that the Fulop method (1963) originally employed for the measurement of small current gain factors can be successfully applied to the measurements of high-power thyristors, provided that certain precautions are taken with the measuring system. The method ensured that the centre junction was reverse-biased and the outer junctions were forward biased. The thyristor is therefore in the high impedance domain and dc anode current $I_A$ is varied by varying the gate forward bias on the p-type base $P_2$.

The measured values of $\alpha_{npn0}$ and $\alpha_{pnp0}$ together with the values of $f_{pnp}$ and $f_{npn}$ would be expected to yield some qualitative, if not quantitative, information on the dimensions and material properties (lifetime, doping profile, etc.) of the thyristor. By repeating these measurements at a number of fixed current levels, the dc component of currents in the separate transistor sections can be calculated and from this the dc current gains $\alpha_{NPN}$ and $\alpha_{PNP}$ can be readily obtained. It was found that the
\( \alpha_{t0} = \alpha_{npn0} + \alpha_{pnp0} \) were near unity at switching of the thyristor. But at the voltage similar to that applied to measure the small signal current gain factors, the sum of dc current gains \( \alpha_{NPN} + \alpha_{PNP} \) was found well below unity. This shows that, it is the small signal alphas that control the switching point rather than dc alphas. That means switching occurs when \( \alpha_{npn0} + \alpha_{pnp0} \geq 1 \).

In a fuller investigation of the switching process in high-power thyristors, consideration would need to be given to the degree that the two-dimensional or lateral aspects of these measurements on these large area thyristors play a part. Emitter fringing of the cathode due to lateral gate current flow in the p-type base would be a case in point and here the influence of the shorting dots in the cathode would be interesting to evaluate. The currents flowing in the above measurements are admittedly small but apart from the low value of \( V_{AK} \), not all that far removed from the switching condition. In fact \( I_A \) was increased as far as permissible without switching the device.

W.C. Un (1974) proposed an automatic system for measuring small signal current gain factors of thyristor. His method is much faster and also accurate than hand plot method.

4.1 Introduction.

From early papers one gains the impression that the effect of temperature on thyristors is to degrade their voltage blocking characteristics, quite remarkably so in some cases. This was shown by Smobyanski (1963). In many cases the degradation is due to increased surface leakage current which is very sensitive to temperature.

One of the important effects of temperature is to increase the saturation current of the reverse biased junction which increases the two alphas of separate sections. Another effect is that the injection efficiency of emitters $\gamma$ increases with temperature because of the rapid increase of diffusion components of current compared to the recombination generation component with temperature.

Raderecht and Hogarth (1964) did measurements on four-terminal SCR's investigating temperature dependence. At low currents the variation of $\alpha_{npn}$ will depend largely on the variation of emitter efficiency which increases as temperature rises. $\alpha_{pnp}$ which can be shown to be $\sqrt{3}\gamma$ at this level of current also increases with temperature. At medium currents there is small change of $\alpha_{npn}$ with increasing temperature which is ascribed to a decrease of resistivity of the p-base canally not a tendency for the diffusion length of holes in the emitter region.

(71)
But $\alpha_{\text{pnp}}$ remains fairly constant or shows a slight increase, due to the increasing transport factor $\beta$, as the temperature increases. At high currents due to the dominant effect of resistivity of the base on diffusion length of minority carriers, the emitter efficiency hence $\alpha_{\text{nnp}}$ will decrease as the temperature rises. $\alpha_{\text{pnp}}$ will remain small and fairly constant over a range of temperature because the emitter efficiency decreases with current and temperature since the transport factor $\beta$ increases as temperature rises; therefore $\alpha_{\text{pnp}}$ depends on two opposing trends.

Buhana (1969) investigated the temperature variation of current gain of transistors. He showed that lifetime $\tau_b$ varies as $n_1^2$ and thus as $T^3 e^{-E_\text{g}/kT}$. The transport factor is given by

$$\beta = \text{sech} \frac{W}{L_{nb}}$$

(58)

and

$$L_{nb} = \sqrt{D_{nb} \tau_b}$$

The decrease of $D_{nb}$ with increasing temperature which is caused by increased lattice scattering, will compensate by increase of $\tau_b$ with temperature. The overall effect on $L_{nb}$ will be an increase with increasing temperature and therefore of $\beta$ with temperature.

In his paper he claimed that a heavy emitter causes a
decrease of energy gap $E_g$ due to lattice stress. This is because at high doping levels lattice deformations and dislocations produce a change in energy gap. This in turn, leads to a different value of $n_i$ in emitter than in base. The emitter efficiency expression for an NPN transistor corrected for the effect of $\Delta E$ becomes:

$$\gamma = \frac{1}{1 + \left( \frac{D_{pe}}{D_{nb}} \right) \left( \frac{W}{L_{pe}} \right) k \exp(\Delta E/kT)}$$  \tag{59}$$

This introduces an exponential temperature dependence into the expression. In thyristors the only emitter which may have such higher doping in $N_2$ region, therefore $\gamma_{NPN}$ shows this effect in some devices.

4.2. Method of Measurement.

Measurements of current gain values were made by the method described in the previous section. The thyristor was placed in an oven with a temperature controller and also an electronic thermometer with a copper-constantan thermocouple which was used to record the device temperature. Temperature was checked during measurements with an accuracy of $\pm 2^\circ C$.

Measurements were carried out on devices as previously employed (table 1). For a given constant temperature reading, the usual voltage anode/cathode ratio was taken for various frequencies of the small ac signal between 500 C/S
and 500 KC/S. The dc conditions were set by measuring the anode-cathode voltage $V_{AK}$ and anode current $I_A$. The anode-cathode voltage was kept constant and the readings were repeated for a number of different anode currents up to permissible current values. The temperature setting on the oven was then altered and the whole series of experiments was repeated at the new temperature setting.

Switching parameters were then recorded over the range of temperature, 20°C to 160°C except for device No. 5 for which measurements over the range of 20 to 200°C were made.

4.3 Results.

Figure (4-1) shows for device No. 1 the variation of $\alpha_{npo}$ and $\alpha_{pnpo}$ with temperature at a number of fixed anode currents. The sum $\alpha_{t0} = \alpha_{npo} + \alpha_{pnpo}$ is also plotted and from this one can derive the variation of $I_{BO}$ the breakover current, with temperature; $I_{BO}$ is defined as a current through the device at the point of breakover under two-terminal operation and is governed by the condition $\alpha_{t0} = 1$. Therefore the curve $I_{BO}(T)$ as a function of temperature is the locus of all points as $T$ is varied for which $\alpha_{t0} = 1$ at of course the prevailing breakover voltage $V_{BO}$.

This can be closely simulated under three-terminal operations, and at a considerably reduced voltage
compared to the two terminal breakover voltage $V_{BO}$, by moving along a line of constant $\alpha_{t0}$, such as is plotted in figure (4-1), as close to unity as possible. Observing the intersection with curves plotted for constant $I_A$, it will be seen that initially curves of decreasing $I_A$ values are intersected and then as temperature increases further, increasing $I_A$ values are intersected. Figure (4-2) shows the measured $I_{BO}$ values plotted versus temperature and this confirms the trend predicted from figure (4-1).

Gate firing current $I_G$ is found to decrease linearly as the temperature rises. This was expected since the generated minority carrier current increases with temperature, therefore $I_G$ for a fixed $I_A$ should decrease. This is shown in figure (4-3). The variation of breakover voltage $V_{BO}$ decreases with increasing temperature, as a result of injection due to increased current carried by junction $J_2$.

For devices Nos. 2, 3, 4 and 5 the corresponding curves are shown in figures (4-5), (4-6), (4-7), (4-8), (4-9), (4-10), (4-11), (4-12), (4-13), (4-14), (4-15) and (4-16) respectively. Once again the effect of gold doping emerges from figures (4-11) and (4-14) which are for two nominally identical small thyristors (10A) except that one is made from deliberately gold-doped silicon.
4.4 Analysis of Instability of pn\textfn{2n} devices.

It is well known that the small signal low-frequency alphas which for $\alpha_{t0} = \alpha_{\text{nnp0}} + \alpha_{\text{pnp0}} = 1$, determines the point of instability. We shall now discuss some aspects of instability. In particular we are interested in what role the variation of $\alpha_{\text{nnp0}}$ and $\alpha_{\text{pnp0}}$ with temperature and anode current play. We shall assume multiplication to occur across the central reverse-biased junction and for mathematical convenience shall put $M = M_n = M_p$ where $M_n$ and $M_p$ are the multiplication ratios for electrons and holes respectively. Also to put the operative transistor section beyond doubt we write for the large signal alpha of the nnp section $\alpha_{\text{NPN}}$ and that for the pnp section $\alpha_{\text{PNP}}^*$.

For the anode current $I_A$ we have therefore

$$I_A = M \alpha_{\text{PNP}} I_A + M \alpha_{\text{NPN}} I_K + M I_{C0} + I_{\text{Dis}}$$  \hspace{1cm} (60)

where $I_K = I_A + I_G$, $I_K$ being the cathode current, $I_G$ the gate current, $I_{C0}$ the saturation current of the isolated reverse-biased centre junction, and $I_{\text{Dis}}$ is the displacement or capacitive current flowing due to a rate of change of voltage across the depletion layer capacitance $C_J$ of the centre-junction.

This can be written as

$$I_{\text{Dis}} = \frac{d}{dt} (C_J V)$$  \hspace{1cm} (61)
where $V =$ voltage across the centre junction which to a
good approximation is the total applied voltage.

From this it follows that

\[
I_A = \frac{M(\alpha_{NPN} I_G + I_{CO}) + I_{Dis}}{1 - M(\alpha_{PNP} + \alpha_{NPN})}
\]  

(62)

Thus $I_A$ is not only the dc current but may also contain
(large-signal) transient due to $I_G(t)$ or $I_{Dis}$.

Considering $I_A$ as the large signal emitter current of
the pnp section with a corresponding collector current $I_{CP}$,
and similarly for the npn section $I_K$ and $I_{CN}$, then clearly:

\[
I_A = I_{CP} + I_{CN}
\]

(63)

\[
I_{CN} = M\alpha_{NPN} I_K + M I_{CO} + I_{Dis}
\]

(64)

\[
I_{CP} = M\alpha_{PNP} I_A + M I_{CO} + I_{Dis}
\]

(65)

where $I_{CO} = I_{CO} + I_{CO}$ are the electron and hole current
contributions coming respectively from the p and n type

"counted once"
In the previous section we showed how the dc components of $I_{CN}$ and $I_{CP}$ can be calculated from graphs $\alpha_{npn0}$ versus $I_K$ and $\alpha_{pnp0}$ versus $I_A$ respectively and thus we can evaluate the large signal alphas $\alpha_{NPN}$ and $\alpha_{PNP}$.

Following Gentry (1964) but including the multiplication factor,

\[
\frac{dI_{CN}}{dI_K} = \alpha_{npn0} = M\alpha_{NPN} + MI_K \quad \frac{d\alpha_{NPN}}{dI_K} = M\alpha_{npn0}^0
\]

\[
\frac{dI_{CP}}{dI_A} = \alpha_{pnp0} = M\alpha_{PNP} + MI_A \quad \frac{d\alpha_{PNP}}{dI_A} = M\alpha_{pnp0}^0
\]

where $\alpha_{npn0}^0$ and $\alpha_{pnp0}^0$ are the low-voltage values of $\alpha_{npn0}$ and $\alpha_{pnp0}$. Differentiating equation (60) with respect to $x$ where $x$ could be any parameter likely to influence current flow, e.g. temperature $T$, applied voltage $V$ or currents ($I_G$, $I_{G0}$, or $I_{Dis}$) we have with the help of the above equation:

\[
\frac{dI_A}{dx} = \frac{I_{AO} \frac{dM}{dx} + \alpha_{npn0}^0 \frac{dI}{dx} + M \frac{dI_{G0}}{dx} + \frac{dI_{Dis}}{dx}}{1 - M\alpha_{t00}^0}
\]

where

\[
I_{AO} = \alpha_{PNP} I_A + \alpha_{NPN} I_K + I_{G0} = (\alpha_{NPN} I_G + I_{G0}) \left[ 1 - (\alpha_{NPN} + \alpha_{PNP}) \right]^{-1}
\]
is the "low (constant) voltage" value of $I_A$ and

$$\alpha_{t00} = \alpha_{npn0}^0 + \alpha_{pnp0}^0$$

In the derivation of equation (68) terms such as $(d\alpha_{NPN}/dx)$ have been converted to $(d\alpha_{NPN} /dI_K)(dI_K/dx)$ with $d\alpha_{NPN} /dI_K$ being substituted from equation (66). Since $x$ could represent either $I_{co}$ or $I_{Dis}$ and $I_K$ as well as $I_A$ do contain these currents, it might be thought that these terms ought to be retained in equations (66), (67). For instance from equation (64) $M(dI_{co}/dI_K)$, $dI_{Dis}/dI_K$ may be thought to qualify for inclusion into equation (66). However the small signal differentiation of equations (66) and (67) refer to "externally and deliberately applied" changes in $I_A$ and $I_K$ so that for instance $d\alpha_{NPN} /dI_{co}$ is legitimately split into the product $(d\alpha_{NPN} /dI_K)(dI_K/dI_{co})$, the changes of $I_K$ due to $I_{co}$ being accounted for by the second factor. The various instability conditions can now be derived from equation (62).

a) Two Terminal Instability Due to Increase in $I_{co}$

$$\frac{dI_A}{dI_{co}} = \frac{M}{1 - M\alpha_{t00}}$$

(69)

assuming $M$ to be only a function of the voltage $V$ across the centre junction, which to a good approximation is the total applied voltage across the device.

(79)
\( \alpha_{npn0} \) and \( \alpha_{pnp0} \) are of course functions of the current flow through the device as the above measurements confirms. The instability condition \( M \ll t_{oo} = 1 \) could therefore be reached because of an increase in \( I_{c0} \) and hence \( I_A \) with substantially \( M \approx 1 \). However correct design and operation aims at the condition \( M > 1 \) for breakover, so that the full blocking capability of the centre junction is utilised.

b) Two Terminal Instability Due to Voltage Increase.

\[
\frac{dI_A}{dV} = \frac{I_{c0} \left[ 1 - (\alpha_{PNP} + \alpha_{NPN}) \right]^{-1} \frac{dM}{dV} + M \frac{dI_{c0}}{dV}}{1 - M \ll t_{oo}}
\]  

(70)

With \( I_{c0} \) being proportional to space charge width of the centre junction the \( dI_{c0}/dV \) will be a slowly varying function compared to the \( dM/dV \) term, particularly as with \( M > 1 \) the breakover region is being approached and once more will be governed by \( M \ll t_{oo} = 1 \), with \( M \) often quoted as equal to \( \left[ 1 - (V/V_B)^m \right]^{-1} \) where \( V_B \) is the breakdown voltage of the junction, and \( m \) is an empirically determined index.

\[
\frac{dM}{dV} = m2m - 1 \left( \frac{V}{V_B} \right)^{m-1}
\]  

(71)

c) \( \frac{dV}{dt} \) Switching.

Premature two terminal switching can occur if \( I_{Dis} \)
and hence $I_A$, as a consequence of a rapid rise in $V$, increases to a value such that $\alpha_{t00} = 1$ with $V$ well below $V_{BO}$. Thus from equation (63),

$$\frac{dI_A}{dI_{Dis}} = \frac{1}{1 - M\alpha_{t00}}$$

(72)

Considering $I_A$ from the point of view of time variation

$$\frac{dI_A}{dt} = \frac{I_{c0}}{1 - (\alpha_{NPN} + \alpha_{PnP})} \left[ 1 - \frac{dM}{dV} \frac{dV}{dt} + M \frac{dI_{c0}}{dV} \frac{dV}{dt} + \frac{d^2}{dt^2} (CJV) \right] \frac{1}{1 - M\alpha_{t00}}$$

(72)

for two terminal operation.

Equation (61) for $I_{Dis}$ was utilised and $\frac{d^2(CJV)}{dt^2}$ could well, for a rapidly rising voltage, be the dominant term.

d) Gate Triggering.

From equation (68)

$$\frac{dI_A}{dI_G} = \frac{M\alpha_{npn0}}{1 - M\alpha_{t00}}$$

(73)

Here use is made of the current dependence of $\alpha_{t00}$, $I_A$ being substantially increased by deliberate application of $I_G$ (equation 62) with breakover now occurring at a very
low voltage compared to $V_{BO}$.

e) Temperature Instability.

Equation (68) now yields

$$\frac{dI_A}{dT} = \frac{I_{AO}}{dM} + M \frac{dI_{CO}}{dT} \frac{1}{1 - M \alpha_{t00}} \tag{74}$$

where for two terminal operation

$$I_{AO} = I_{CO} \left[ \frac{1}{1 - (\alpha_{PNP} + \alpha_{NPN})} \right]^{-1}$$

Avalanche multiplication does depend upon temperature, due to increased Phonon scattering for increasing temperature. However, the $\frac{dM}{dT}$ term will be very small compared to the second term so that approximately

$$\frac{dI_A}{dT} \sim \frac{M}{1 - M \alpha_{t00}} \frac{dI_{CO}}{dT} \tag{75}$$

Because of the exponential temperature dependence of $I_{CO}$ and its influence via $I_A$ upon the sum $\alpha_{t00}$ this can lead with two terminal operation to a rapid rise of $I_A$ with temperature and finally to an instability due to $M \alpha_{t00} = 1$ at a voltage $V_{BO}(T)$ considerably reduced compared to its value at room temperature.

Figure (4-17) shows for device No.1 the variation of $I_A$ with temperature for a number of fixed gate current $I_G$ values.
It is perhaps of interest to investigate equation (75) further and examine the influence of the temperature and anode current $I_A$ dependence of $\alpha_{nnp0}$ and $\alpha_{pnp0}$ upon the instability of the device. Under a two-terminal blocking condition as $T$ increases so will $I_A$, due to $I_{co}(T)$ and thus the total $T$ dependence of the alpha's will be involved. We have therefore equation (76) for the total temperature dependence.

$$\frac{d\alpha_{nnp0}^0}{dT} = \frac{\partial \alpha_{nnp0}^0}{\partial T} + \frac{\partial \alpha_{nnp0}^0}{\partial I_A} \frac{dI_A}{dT} = \frac{\partial \alpha_{nnp0}^0}{\partial T} + \frac{\partial \alpha_{nnp0}^0}{\partial I_A} \frac{dI_{co}}{dT} \frac{1}{1-M\alpha_{t00}}$$  

(76)

and similarly for $\alpha_{pnp0}^0$ involving $\frac{\partial \alpha_{pnp0}^0}{\partial I_A}$.

Differentiating equation (75) once more with respect to temperature

$$\frac{d^2 I_A}{dT^2} = M \frac{d^2 I_{co}}{dT^2} + M^2 \frac{dI_{co}}{dT} \left[ \frac{\partial \alpha_{t00}}{\partial T} + \frac{\partial \alpha_{t00}}{\partial I_A} \frac{M \frac{dI_{co}}{dT}}{1-M\alpha_{t00}} \right]$$  

(77)

once more neglecting terms due to $dM/dT$. Here again the dominant influence of $I_{co}$ due to its exponential temperature dependence can be seen at once. Not so clear perhaps is the relative influence of the term involving $\frac{\partial \alpha_{t00}}{\partial T}$ and $\frac{\partial \alpha_{t00}}{\partial I_A}$. Though for some devices $\frac{\partial \alpha_{t00}}{\partial T} < 0$ in some regions, $\frac{\partial \alpha_{t00}}{\partial I_A} > 0$ overall regions and is the dominant term in the $d\alpha_{t00}/dT$ total variation, not least due to the $dI_{co}/dT$ term. We have plotted $\alpha_{nnp0}^0$ and $\alpha_{pnp0}^0$ versus temperature at fixed $I_0$ values thus...
allowing $I_A$ to increase with temperature and this is shown in figure (4-18) for device number 1. For this device $(d \alpha_{t00}/dT) > 0$ seems to be borne out.

The Raderecht and Hogarth (1964) results on four-terminal pnpn devices confirm ours. They ascribed the $\partial \alpha_{n0np0}/\partial T < 0$ values which occur at the higher temperatures, (which we also observed) due to the increasing conductivity of the p-base region with increasing temperature causing a drop in emitter efficiency of the npn section.

However it was observed that $\partial \alpha_{p0np0}/\partial T > 0$, which, apart from device No.1 at higher temperatures also occurred in our experiments, is due to the increasing lifetime in the n-type base and hence increasing minority carriers diffusion length $L_{pb}$ with increasing temperature, this would increase $\beta$, the minority carrier transport factor which for most devices is very small. The one exception in our measurements, device No. 1, for which $\partial \alpha_{p0np0}/\partial T < 0$ at the higher temperature, figure (4-1), could well be due to the low doping of the p-region. The increasing conductivity of the n-region with temperature could thus have such a pronounced effect on lowering the emitter efficiency of the pnp section as to exceed the improvement in $\alpha$ due to the increasing minority carrier lifetime with temperature in the n-type base.

(84)
4.5 Conclusion.

The small-signal low frequency current gains of the constituent transistors of thyristors were measured as a function of anode current, temperature and gold-doping.

The measurement showed, not surprisingly, that the $I_{CO}$ dependence upon temperature exercises the most serious influence upon instability. This has a large impact upon the partial derivative on the sum alpha with current which is always positive. The corresponding partial derivative with temperature, which is sometimes negative has much less influence.

From the curve of current gain versus temperature, taken at a series of anode currents, the temperature dependence of $I_{BO}(T)$, the two-terminal breakover current at which switching occurs, could be qualitatively estimated. Gold-doping predictably resulted in a low current gain for the pnp section.

5.1 Introduction.

We have already shown (section 3&4) that the switching mechanism in the thyristor is dependent upon the variation of alpha with current and temperature. We have also mentioned that one method of controlling the current gain of a device is by careful control of the impurity concentration between emitter and base. This will improve the dV/dt performance of the device.

Another possible method of controlling the current gain values of the system with optimum resistance by means of current is to introduce some acceptable impurity into the basic silicon to give rise to trapping levels. At low currents, these traps will be partially filled, hence will reduce lifetimes; but at high currents, they will be filled and the normal values of lifetime will be regained (Tokumaru 1963).

The emitter efficiency and therefore current gain can be externally controlled by introducing a shorting resistance between the emitter and the underlying base. In this case the current gain is prevented from rising rapidly and will be rising slowly as the current through a device rises.
At high temperatures the shorting dots are still effective for better high temperature operation of the device. The requirements for these are as follows. \( J_2 \) has a higher leakage current which will cause higher lateral voltage drops in the base on being collected by the shorting dots. The efficiency of \( J_3 \) rises at lower currents and therefore lower voltages are required to turn the emitter on effectively. Thus in working out the spacings between the dots these two factors have to be taken into account. The variation of \( \alpha_{\text{NPN}} \) at higher currents, after the device switches on, is of little interest from high voltage point of view.

The reverse is true for \( \alpha_{\text{PNP}} \). Without shorting dots, the emitter efficiency of PNP section rises to high values at quite low currents even at room temperature. Therefore the low current end is of little interest and what matters is the variation of peak value with temperature. It was shown that the main effect is an increase in \( I_{pb} \) with temperature.

This section represents the results of current gain measurements for some sample thyristors with and without shorted emitters from the same silicon slice resistivity.

5.2. Method of Measurements.

Measurements of current gain values were made by

(87)
the method described in previous sections (3 & 4). A number of new devices were measured and some details of their design where known are quoted in table (No. 2). They were gold doped devices from the same material and diffusion batch, but have been processed with and without shorted emitters.

The $f_{\text{pnpt}}$ has calculated from Pritchard's (1952) formula.

$$f_{\text{pnpt}} = \frac{1.22 \ D_p}{\pi W_n^2}$$

5.3 Results and Discussion.

For a given constant temperature reading the effective alpha was taken for various frequencies of the small ac signal. The dc conditions of the thyristor were set by measuring the anode current and anode-cathode voltage. The anode-cathode voltage was kept constant and the effective alpha measured for number of different anode currents and plotted on a graph. The calculated values of $\alpha_{\text{pnp0}}$ and $\alpha_{\text{npp0}}$ the current gains of two transistor sections and their sum $\alpha_{t0}$ plotted versus anode current. Then the temperature setting was changed and the whole series of experiments was repeated and the calculated values of
<table>
<thead>
<tr>
<th>Device No.</th>
<th>Slice diameter</th>
<th>Resistivity of silicon slice</th>
<th>Slice thickness</th>
<th>Depth of n-base</th>
<th>Depth of p(Ga)diff</th>
<th>Depth of Au/sb</th>
<th>$V_{E0}$</th>
<th>$f_{pnpt}$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6 (shorted)</td>
<td>2.5 cm</td>
<td>4-10 cm</td>
<td>250 μm</td>
<td>134 μm</td>
<td>57.5-58.75 μm</td>
<td>42.5-45 μm</td>
<td>300 V</td>
<td>550 KHZ</td>
</tr>
<tr>
<td>7</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>8</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>9</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>10 (not shorted)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>37.5-40</td>
<td></td>
</tr>
<tr>
<td>11</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>12</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>13</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**TABLE (NO. 2)**
$\alpha_{\text{pnp}0}$ and $\alpha_{\text{nnp}0}$ plotted as a function of temperature as well as $\alpha_t$ the sum alpha.

The measured $V_{BO}$ the breakover voltage under two-terminal conditions is also plotted as a function of temperature. Figures (5-1) to (5-20) represents a whole group of graphs for devices No. 6 to 13.

The variation of gate firing current as a function of anode current and temperature is presented in tables 3 to 8 in tabulated form.

Current gain measurement of above devices showed an almost similar variation with frequency. The temperature operation and variation of current gains, specially $\alpha_{\text{nnp}0}$ is almost the same for devices with and without shorted emitters except for device No.12 which has higher $\alpha_{\text{nnp}0}$. At high temperature (100°C) these values are much closer than room temperature as shown in figure (5-21), histogrammatic diagram of $\alpha_{\text{nnp}0}$. Then it was thought that shorted emitter devices are conducting in the area of gate between gate contact and the nearest shorting dot. An alternative is that the current gain of NPN transistor section may have been controlled by adjustment of silicon resistivity and thickness by means of introducing some acceptable impurity (gold) to the basic silicon over the whole operating temperature range (20 to 150°C), in order to improve $dV/dt$ performance of the device.
For devices without shorting dots the breakover voltage \( V_{BO} \) decreases as temperature increases. This is expected since the device switches by injection due to increased current carried by junction \( J_2 \). For devices with shorted emitter, the breakover voltage was found to be constant or to slightly increase with increasing temperature. This was thought to be due to avalanche breakdown which has a small temperature coefficient.

The gate firing current as expected, due to increased minority carrier current with temperature, decreases as the temperature rises. It was seen that gate firing current required to trigger the devices without shorting dots to conduction is less than required for shorted emitters. This increased gate current can be controlled by varying gate contact area, alloying temperature, p-type basewidth, etc. The calculated \( f_{pnpt} \) values agrees reasonably well with the measured value of \( f_{pnp} \) for all devices.
Gate switching characteristics of devices with and without shorted emitter.

<table>
<thead>
<tr>
<th>Device No.</th>
<th>( V_{AK} )</th>
<th>( V )</th>
<th>( I_A/I_G ) (mA)</th>
<th>( I_{AS}/I_{GS} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>6</td>
<td>200</td>
<td>10/62</td>
<td>15/66 - 20/68 - 25/69 - 30/70</td>
<td>35/71.5</td>
</tr>
<tr>
<td>7</td>
<td>200</td>
<td>20/93</td>
<td>25/97 - 30/100 - 35/103 - 40/105</td>
<td>50/110</td>
</tr>
<tr>
<td>8</td>
<td>200</td>
<td>25/89</td>
<td>30/91 - 35/93 - 40/94 - 44/96</td>
<td>55/105</td>
</tr>
<tr>
<td>9</td>
<td>200</td>
<td>7/35.5</td>
<td>10/37 - 12/38 - 14/38.5 - 16/39</td>
<td>175/39</td>
</tr>
<tr>
<td>10</td>
<td>150</td>
<td>7/27</td>
<td>10/30 - 13/32 - 15/32.5 - 17/33</td>
<td>175/34</td>
</tr>
<tr>
<td>11</td>
<td>200</td>
<td>20/56.5</td>
<td>25/59 - 30/60.5 - 35/61.5 - 38/62</td>
<td>40/64</td>
</tr>
<tr>
<td>12</td>
<td>200</td>
<td>25/32.5</td>
<td>30/34.5 - 35/36.5 - 40/37.5 - 44/38.5</td>
<td>55/44</td>
</tr>
<tr>
<td>13</td>
<td>200</td>
<td>7/24.5</td>
<td>10/27 - 13/28.5 - 15/29 - 18/30</td>
<td>20/31</td>
</tr>
</tbody>
</table>

**TABLE (NO. 3)**

- \( I_A \) = Anode dc current.
- \( I_G \) = Gate firing current.
- \( I_{AS} \) = Anode switching current.
- \( I_{GS} \) = Gate switching current.
Gate switching characteristics of devices with and without shorted emitter.

<table>
<thead>
<tr>
<th>Device No.</th>
<th>VAK V</th>
<th>Temperature = 60°C</th>
<th>( I_A/I_G ) (mA)</th>
<th>( I_{AS}/I_{GS} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>6</td>
<td>200</td>
<td>6/44 - 8/46 - 10/47 - 12/48 - 14/50</td>
<td>-</td>
<td>18/52</td>
</tr>
<tr>
<td>7</td>
<td>200</td>
<td>10/68 - 15/72.5 - 20/76 - 25/78 - 30/80</td>
<td>-</td>
<td>36/81.5</td>
</tr>
<tr>
<td>8</td>
<td>200</td>
<td>15/64 - 20/66 - 25/68 - 30/71 - 35/75</td>
<td>-</td>
<td>43/78</td>
</tr>
<tr>
<td>9</td>
<td>150</td>
<td>4/27 - 6/29.5 - 8/31 - 10/32.5 - 12/33 - 14/34</td>
<td>17/35</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>150</td>
<td>4/16.5 - 6/19 - 8/21 - 10/22.4 - 12/23</td>
<td>-</td>
<td>13/23.5</td>
</tr>
<tr>
<td>11</td>
<td>200</td>
<td>8/30 - 10/32 - 12/34 - 14/36 - 18/37.5 - 25/40</td>
<td>31/43</td>
<td></td>
</tr>
<tr>
<td>12</td>
<td>200</td>
<td>15/19 - 20/21 - 25/22.5 - 30/24 - 35/25</td>
<td>-</td>
<td>42/26</td>
</tr>
<tr>
<td>13</td>
<td>150</td>
<td>4/16 - 6/18 - 8/19.5 - 10/21 - 12/22 - 14/22.5</td>
<td>17/23</td>
<td></td>
</tr>
</tbody>
</table>

**TABLE (NO. 4)**

- \( I_A \) = Anode dc current.
- \( I_G \) = Gate firing current.
- \( I_{AS} \) = Anode switching current.
- \( I_{GS} \) = Gate switching current.
Gate switching characteristics of devices with and without shorted emitter.

<table>
<thead>
<tr>
<th>Device No.</th>
<th>$V_{AK}$ V</th>
<th>Temperature = 80°C</th>
<th>$I_A/I_G$ (mA)</th>
<th>$I_{AS}/I_{GS}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>6</td>
<td>200</td>
<td>6/38 - 8/40 - 10/41 - 12/41.5 - 14/42.5 -</td>
<td>17/43</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>200</td>
<td>10/60 - 15/63 - 20/65.5 - 22/66 - 25/67 -</td>
<td>30/69</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>200</td>
<td>15/58 - 20/60 - 25/62 - 30/64 - 35/65 -</td>
<td>40/67</td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>150</td>
<td>4/23 - 6/25 - 8/27 - 10/28 - 12/29 - 14/29.5</td>
<td>15/30</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>150</td>
<td>4/13 - 6/15 - 8/17 - 10/18 - 12/19 -</td>
<td>13/19.5</td>
<td></td>
</tr>
<tr>
<td>11</td>
<td>200</td>
<td>8/26 - 10/28 - 12/29.5 - 14/31 - 18/33 - 25/35</td>
<td>29/36</td>
<td></td>
</tr>
<tr>
<td>12</td>
<td>200</td>
<td>15/17 - 20/18.5 - 30/21 - 35/22 -</td>
<td>37/22.5</td>
<td></td>
</tr>
<tr>
<td>13</td>
<td>150</td>
<td>4/13 - 6/15 - 8/17 - 10/18 - 12/19 - 13/20</td>
<td>14/21</td>
<td></td>
</tr>
</tbody>
</table>

TABLE (NO. 5)

$I_A$ = Anode dc current.
$I_A$ = Anode switching current.
$I_G$ = Gate firing current.
$I_{GS}$ = Gate switching current.
Gate switching characteristics of devices with and without shorted emitter.

<table>
<thead>
<tr>
<th>Device No.</th>
<th>$V_{AK}$ V</th>
<th>Temperature = 100°C</th>
<th>$I_A/I_G$ (mA)</th>
<th>$I_{AS}/I_{GS}$ (mA)</th>
</tr>
</thead>
<tbody>
<tr>
<td>6</td>
<td>200</td>
<td>6/33 - 8/34.5 - 10/35.5 - 11/36 - 12/37 - 13/38</td>
<td></td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>200</td>
<td>10/51 - 15/55 - 17/56 - 20/57 - 22/57.5 - 24/58</td>
<td></td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>200</td>
<td>15/51 - 20/52.5 - 25/53.5 - 30/55 - 35/56 - 37/58</td>
<td></td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>150</td>
<td>4/20 - 6/21.5 - 8/23.5 - 10/24 - 12/25 - 13/25.5</td>
<td></td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>150</td>
<td>4/10.5 - 6/12 - 8/14 - 10/15 - 12/16 - 13/16.5</td>
<td></td>
<td></td>
</tr>
<tr>
<td>11</td>
<td>200</td>
<td>8/21 - 10/23 - 12/25 - 14/26 - 18/28 - 25/30</td>
<td>28/30.5</td>
<td></td>
</tr>
<tr>
<td>12</td>
<td>200</td>
<td>15/14 - 20/15 - 25/17 - 30/18 - 32/18.5 - 33/19</td>
<td></td>
<td></td>
</tr>
<tr>
<td>13</td>
<td>150</td>
<td>4/10.5 - 6/12.5 - 8/14 - 10/15.5 - 12/16.5 - 13/17</td>
<td>14/17.5</td>
<td></td>
</tr>
</tbody>
</table>

**TABLE (NO. 6)**

$I_A$ = Anode dc current. 

$I_{AS}$ = Anode switching current. 

$I_G$ = Gate firing current. 

$I_{GS}$ = Gate switching current.
Gate switching characteristics of devices with and without shorted emitter.

<table>
<thead>
<tr>
<th>Device No.</th>
<th>$V_{AK}$ (V)</th>
<th>Temperature $= 120^\circ$C</th>
<th>$I_A/I_G$ (mA)</th>
<th>$I_{AS}/I_{GS}$ (mA)</th>
</tr>
</thead>
<tbody>
<tr>
<td>6</td>
<td>200</td>
<td>6/27 - 8/29 - 10/29.5 - 11/30.4 - 12/31</td>
<td>-</td>
<td>14/32</td>
</tr>
<tr>
<td>7</td>
<td>200</td>
<td>10/44 - 15/47.5 - 17/48 - 20/49 - 22/49.5</td>
<td>-</td>
<td>22/49.5</td>
</tr>
<tr>
<td>8</td>
<td>200</td>
<td>15/42 - 20/43 - 25/44 - 30/45 - 33/45.5</td>
<td>-</td>
<td>35/46</td>
</tr>
<tr>
<td>9</td>
<td>150</td>
<td>4/15 - 6/18 - 8/20 - 10/21 - 12/21.5 - 13/22</td>
<td>14/22</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>150</td>
<td>4/6 - 6/8 - 9/10 - 10/1.8 - 12/12.5</td>
<td>-</td>
<td>15.5/14.5</td>
</tr>
<tr>
<td>11</td>
<td>200</td>
<td>8/16 - 10/18 - 12/19.5 - 14/20.5 - 18/23 - 25/25</td>
<td>31/25.5</td>
<td></td>
</tr>
<tr>
<td>12</td>
<td>200</td>
<td>15/10 - 20/12 - 25/13.5 - 30/14 - 33/14.5</td>
<td>-</td>
<td>35/15</td>
</tr>
<tr>
<td>13</td>
<td>150</td>
<td>4/8.5 - 6/9.5 - 8/11 - 10/12 - 12/13 - 14/14</td>
<td>15/14.5</td>
<td></td>
</tr>
</tbody>
</table>

**TABLE (NO. 7)**

$I_A$ = Anode dc current.
$I_G$ = Gate firing current.
$I_{AS}$ = Anode switching current.
$I_{GS}$ = Gate switching current.
### Gate Switching Characteristics of Devices with and without Shorted Emitter

<table>
<thead>
<tr>
<th>Device No.</th>
<th>VAX V</th>
<th>( \frac{I_A}{I_G} (\text{mA}) )</th>
<th>Temperature = 140°C</th>
<th>( I_A/I_G )</th>
</tr>
</thead>
<tbody>
<tr>
<td>6</td>
<td>200</td>
<td>6/8</td>
<td>15/27</td>
<td>12/24</td>
</tr>
<tr>
<td>7</td>
<td>200</td>
<td>10/36</td>
<td>22.5/4.5</td>
<td>12/24</td>
</tr>
<tr>
<td>8</td>
<td>200</td>
<td>15/33</td>
<td>33/38</td>
<td>12/24</td>
</tr>
<tr>
<td>9</td>
<td>150</td>
<td>4/0</td>
<td>16/19</td>
<td>12/24</td>
</tr>
<tr>
<td>10</td>
<td>150</td>
<td>8/8</td>
<td>37/21</td>
<td>12/24</td>
</tr>
<tr>
<td>11</td>
<td>200</td>
<td>15/5</td>
<td>45/12</td>
<td>12/24</td>
</tr>
<tr>
<td>12</td>
<td>200</td>
<td>5.5/0</td>
<td>17/9</td>
<td>12/24</td>
</tr>
</tbody>
</table>

**TABLE (NO. 8)**

\( I_A \) = Anode dc current.

\( I_G \) = Gate firing current.

\( I_{GS} \) = Gate switching current.
The Theory of Influence of Shorting Dots in PNPN Devices.

The theory and applications of emitter-shorts for improving the rate of rise of forward blocking voltage, dV/dt performance have been discussed by several authors. As we have seen one effective method of improving dV/dt performance is to introduce a shorting resistance between the emitter and underlying base.

Two attempts are made to derive the influence of shorting dots, the first being the general case of resistance $R$, placed between the cathode and gate which simulates a shorting dot array. The second analyses current flow in a direct manner without using the general thyristor equations.

6.1 Resistance $R$ between cathode and gate.

Experimental results showed that such a resistance stabilises the operation of thyristor. Recalling equations (1), (2), (3) and noting that $I_A = I_1 = I_2$, $I_K = I_3 = I_A + I_G$ these equations with assumption of $\exp{-\beta V_2 - 1} = -1$ it follows that:

$$I_A = I_{S1} \left[ \exp{\beta V_1} - 1 \right] + \alpha_1 I_{S2}$$

(78)

$$I_A = \alpha_{1N} M_p I_{S1} \left[ \exp{\beta V_1} - 1 \right] + (M_p I_{ps} + M_n I_{ns}) + \alpha_{2N} M_n I_{S2}$$

$$\left[ \exp{\beta V_3} - 1 \right]$$

(79)
\[ I_K = \alpha_{21} I_{S2} + I_{S3} \left[ \exp \beta V_3 - 1 \right] \]  \hspace{1cm} (80)

Since there is an external shunt resistance between gate-cathode, figure (6-1), then the forward bias of gate-cathode will be

\[ V_3 = I_{sh} R \]

but

\[ I_{sh} = I_A + I_G - I_3 \]

\[ V_3 = R \left[ I_A + I_G - \alpha_{21} I_{S2} - I_{S3} \left( \exp \beta V_3 - 1 \right) \right] \]

Figure (6-1) pnpn with external shunt resistance \( R \).

For small \( V_3 \) we can write

\[ (\exp \beta V_3 - 1) \approx \beta V_3, \quad \beta = \frac{q}{n k T} \]  \hspace{1cm} (91)

therefore

\[ V_3 = R(I_A + I_G - \alpha_{21} I_{S2} - I_{S3} \beta V_3) \]

or

\[ (99) \]
\[ V_3 = \frac{R(I_A + I_0 - \alpha_{2I} I_S^2)}{1 + R\beta I_S^2} \]  \hfill (82)

Using equations (81) and (82) in (78), (79) and (80) after considerable manipulation, one obtains:

\[ I_A = \frac{\hat{I}_{S^2} \alpha_{1N} \alpha_{1I} M_p I_{S^2} + \beta R I_{S^3} \left[ \hat{I}_{S^2} - I_{S^2} \alpha_{1N} \alpha_{1I} M_p + \alpha_{2N} \alpha_{2I} M_n \right]}{1 - \alpha_{1N} M_p + \beta R I_{S^3} \left[ 1 - \alpha_{1N} M_p - \alpha_{2N} M_n \right] + \alpha_{2N} M_n I_g} \]

where \( \hat{I}_{S^2} = M_n I_{CN} + M_p I_{CP} \) and \( I_{S^2} = I_{CN} + I_{CP} \).

Break-over condition occurs when \( I_A \rightarrow \infty \), this has been shown to occur for \( \alpha_{pnp0} + \alpha_{npn0} = 1 \) a condition confirmed by our measurements, rather than \( \alpha_{PNP} + \alpha_{NPN} = 1 \) which occurs at higher currents. However the condition \( I_A \rightarrow \infty \) leads to:

\[ 1 - \alpha_{1N} M_p + \beta R I_{S^3} \left[ 1 - \alpha_{1N} M_p - \alpha_{2N} M_n \right] = 0 \]  \hfill (84)

Substituting \( M = M_p = M_n \) and also

\[ M = \frac{1}{1 - (V/V_B)^n} \]

equation (84) reduces to

\[ \frac{V}{V_B} = \left[ 1 - \frac{\alpha_{1N} + \beta R I_{S^3} (\alpha_{1N} + \alpha_{2N})}{1 + \beta R I_{S^3}} \right]^{1/n} \]  \hfill (85)

From equation (85) one can readily deduce two conditions for (100)
R = 0 and \( R \rightarrow \infty \) so:

\[
\frac{V}{V_B} = (1 - \alpha_{1N} - \alpha_{2N})^{1/n} \quad R \rightarrow \infty
\]

\[
\frac{V}{V_B} = (1 - \alpha_{1N})^{1/n} \quad R \rightarrow 0
\]

Comparing these two terms shows that as \( R \) decreases the breakover also decreases, though this is admittedly small and agrees with experimental results.

Equation (83) could be simplified by substituting \( M = M_p = M_n \) so that:

\[
I_A = \frac{M_{IS_2}(1 - \alpha_{1N}\alpha_{1I}) + \beta R_{IS_2}M_{IS_2}[1 - (\alpha_{1N}\alpha_{1I} + \alpha_{2N}\alpha_{2I})]}{1 - M\alpha_{1N} + \beta R_{IS_2}[1 - M(\alpha_{1N} + \alpha_{2N})] + M\alpha_{2N}I_G}
\]

Well away from breakover where little avalanching occurs \( M = 1 \). With \( R \) open circuited we can then obtain

\[
I_{AR\infty} = \frac{I_{S2}(1 - \alpha_{1N}\alpha_{1I} - \alpha_{2N}\alpha_{2I}) + \alpha_{2N}I_G}{1 - \alpha_{1N} - \alpha_{2N}}
\]

\[
= \frac{I_{S2} + \alpha_{2N}I_G}{1 - (\alpha_{1N} + \alpha_{2N})}
\]

Since \( \alpha_{1N}\alpha_{1I} + \alpha_{2N}\alpha_{2I} \ll 1 \)

With \( R = 0 \) (86) becomes:

(101)
Comparing equations (87), (88) it can readily be seen that:

$$I_{ARO} = \frac{I_{S2}(1 - \alpha_{1N}\alpha_{1I})}{1 - \alpha_{1N}} = \frac{I_{S2}}{-1 - \alpha_{1N}}$$  

(88)

$$|I_{ARO}| \gg |I_{ARO}|$$  

(89)

This has also shown by W. Fulop (private communication).

Of great importance is the decrease in $I_A$ for decreasing $R$. Another point of interest is that $I_{ARO}$ seems entirely independent of $\alpha_{2N}$ or $\alpha_{2I}$, i.e., the transport properties of an npn transistor. This can be lead to increased stability of device.

6.2 Current flow with shorting dots.

Before investigating the influence of shorting dots we shall look at the situation of currents without shorting dots and gate open-circuited.

a. Without shorting dots.

The saturation current $I_{c00}$ flows across a reverse biased collector junction as across any reverse biased junction. If the injected emitter current is $I_K$, then by transistor action $\alpha_{NPN}$ $I_K$ passes across to collector and $(1 - \alpha_{NPN})I_K$ "remains behind" (current due to recombination in the base) in the base of npn section, which is equal to $I_{c00n}$
disappearance from the base of npn, figure (6-2).

\[ I_{c00n} = (1 - \alpha_{NPN}) I_K \]

\[ I_{c00} = I_{c00n} + I_{c00p} + \alpha_{PNP} I_A \]

\[ I_A = \alpha_{PNP} I_A + I_{c00p} + \alpha_{NPN} I_K + I_{c00n} \]

\[ I_A = \frac{I_{c00}}{1 - \alpha_{PNP} - \alpha_{NPN}} \]

Since \( I_A = I_K \) when \( I_G = 0 \) and \( I_{c00} = I_{c00n} + I_{c00p} \).

Assuming the current contribution from the pnp side is small, therefore

\[ I_{c00} \approx I_{c00n} \]
b. With shorting dots.

With a shorting dots the current across the device will be:

\[ I_A = \frac{I_{c00}}{1 - \alpha_{PnP} - \alpha_{eff}} \]  

(92)

where \( \alpha_{eff} \) is current-gain of npn transistor modified due to the shorting dot. Comparison with equation (91) shows that only \( \alpha_{NPN} \) has replaced by \( \alpha_{eff} \). In order to evaluate \( \alpha_{eff} \) consider figure (6-3),

\[ I_{c0} = (1 - A_S)I_{c00} \] is the saturation current across the collector junction of the npn section facing unshorted emitter.

\[ I_{DO} = A_S I_{c00} \] is the saturation current flowing across collector of npn opposite shorting dot.
\( I_{c00} \) -- the total saturation current across the face of collector junction and \( A_S \) is the ratio of shorting dot area to total emitter area.

The emitter forward bias voltage will assume values schematically indicated by the dotted line in figure (6-3). This will cause a built-in electric field in the quasi-neutral p-base resulting in a leakage current \( I_L \) flowing as majority carrier hole current out of the shorting dot. This hole current \( I_L \), must be compensated by an electron (particle) current out of the emitter. If this additional emitter electron is \( I_n \) then \( \alpha_{NPN} I_n \) passes to the collector and \( (1 - \alpha_{NPN}) I_n \) remains behind in the npn base. Therefore

\[
(1 - \alpha_{NPN}) I_n = I_L
\]  
(93)

If we assume that all I's are positive and that the currents into the transistor are positive, then:

\[
I_{EN} = I_n - \frac{(1 - A_S)I_{c00}}{1 - \alpha_{NPN}} - I_L - A_S I_{c00}
\]  
(94)

\[
I_{CN} = (1 - A_S)I_{c00} + \frac{\alpha_{NPN}(1 - A_S)I_{c00}}{1 - \alpha_{NPN}} - \alpha_{NPN} I_n + A_S I_{c00}
\]  
(95)

Since \( I_{EN} + I_{CN} = 0 \) for \( I_G = 0 \) the equation (93) follows. Substituting equation (93) into (95), gives:

\[
I_{CN} = \frac{I_{c00}(1 - A_S)}{1 - \alpha_{NPN}} - \frac{I_L}{1 - \alpha_{NPN}} + A_S I_{c00}
\]  
(105)
Comparing this equation with equation (90), i.e. $I_{c00}/(1 - \alpha_{NPN})$ one can clearly see the influence of $A_S$ and $I_L$ in reducing the current, therefore reducing the total current $I_A$.

Thus the effective alpha can be defined as:

$$1 - \alpha_{\text{eff}} = \frac{(1 - \alpha_{NPN})}{[1 - \alpha_{NPN}(A_S + \frac{I_L}{I_{c00}})]}$$

or:

$$\alpha_{\text{eff}} = \frac{\alpha_{NPN}[1 - (A_S + \frac{I_L}{I_{c00}})]}{1 - \alpha_{NPN}(A_S + \frac{I_L}{I_{c00}})}$$ (97)

This clearly shows that:

$\alpha_{\text{eff}} \rightarrow \alpha_{NPN}$ when $A_S \rightarrow 0$ then $I_L \rightarrow 0$, this is of course the case without shorting dot.

$\alpha_{\text{eff}} \rightarrow 0$ if $A_S \rightarrow 1$ then again $I_L \rightarrow 0$, in this case the npn transistor tends to operate as a "pn" diode only.

Substituting equation (97) into (92) yields:

$$I_A = \frac{I_{c00}}{1 - \alpha_{PnP} - \alpha_{NPN} \left[ \frac{1 - (A_S + I_L/I_{c00})}{1 - \alpha_{NPN}(A_S + I_L/I_{c00})} \right]}$$ (98)

(105)
Equation (98) shows the effect of $A_S$ and $I_L$ in reducing the current which gives qualitatively good agreement with the previous analysis where $R$ between gate and cathode reduced anode current, that is

$$|I_{AR\infty}| > |I_{ARO}|$$

6.3 Evaluation of $I_L$ (Lateral hole current).

We earlier said that the rate of electron left behind in the p-base of npn transistor section is equal to the saturation current i.e.

rate of electrons "left behind" = $I_{c00}$

This shows that where $V_E(x) = V_{EOO}$ the maximum value of emitter forward bias there is a perfect balance of the one dimensional ("vertical") current flow. For the device with shorting dot we can assume a distribution for emitter forward bias as shown in figure (6-3); this is indeed the case when $V_E(x) = V_{EO}$ only at the point $x=0$. At any other point $x$ the rate of electrons left behind is smaller than at point $x=0$, because as one moves towards shorting dot from $x=0$, the emitter forward bias decreases. Hence the electrons injected by the emitter will be less than the case for maximum $V_E(x)$, and thus the rate of electrons "left behind" will be decreased.
Assuming \( I_{c00} \) flows at uniform density, then some electrons must be created in order to compensate the lower rate of electrons "left behind". These electron-hole pairs will be generated by "generation-recombination" in the p-base, thus the excess holes must be flow out of the base through a shorting dot, in order to keep charge neutrality in the base. These holes will constitute the leakage current \( I_L \) out of the base, therefore:

\[
\frac{dI_L}{dx} = |I_{c00}| - |J_E(x)| (1 - \alpha_{NPN}) + J_A \alpha_{PNP}
\]

(99)

where \( I_{c00} = I_{c00n} + I_{c00p} \).

The injected emitter current \( I_E \) can be expressed in the usual way as Ebers and Moll (1954) as a function of emitter-base voltage \( V_E(x) \):

\[
J_E(x) = -\frac{J_{EO}}{1 - \alpha_{NPN} \alpha_{INPN}} \left[ e^{qV_E(x)/kT} - 1 + \alpha_{NPN} \right]
\]

(100)

where \( J_{EO} \) and \( I_{c00n} \) (current/area) are positive quantities.

Figure (6-3) Schematic pnnp model under consideration.
Assuming a distribution for anode-forward bias (J₁ junction) as shown in figure (6-3), the current \( J_A \) will be:

\[
|J_A| = \frac{I_{c00P}}{1 - \alpha_{PnP}}
\]  

(101)

substituting equation (100) and (101) into (99), after manipulation, one obtains:

\[
\frac{dI_L}{dx} = \frac{I_{c00P}}{1 - \alpha_{PnP}} + I_{c00n} - \frac{J_{EO}(1 - \alpha_{NPN})}{1 - \alpha_{NPN} \alpha_{INPN}} \left[ \frac{qV_E(x)/kT}{e} - 1^+ \right] + \alpha_{NPN}
\]

Now letting

\[
A = \frac{I_{c00P}}{1 - \alpha_{PnP}} + I_{c00n} + \frac{J_{EO}(1 - \alpha_{NPN})^2}{1 - \alpha_{NPN} \alpha_{INPN}}
\]

\[
B = \frac{J_{EO}(1 - \alpha_{NPN})}{1 - \alpha_{NPN} \alpha_{INPN}}
\]

(102)

we will have:

\[
\frac{dI_L}{dx} = A - B \exp \frac{qV_E(x)/kT}{e} - 1^+
\]

(103)

The current \( I_L(x) \) causes a voltage drop given by

\[
\frac{dv}{dx} = - \frac{\rho}{W} I_L(x)
\]

(104)

where \( \frac{\rho}{W} \) is a linear resistance of the base in the x direction and \( W \) is the width of p-base. Differentiating equation (103) with respect to x and substituting one gets:
\[
\frac{d^2 I_L}{dx^2} = \frac{-qB}{kT} \exp\frac{qV_E(x)}{kT} \cdot \frac{dV}{dx} \\
= -\frac{q}{kT} \left(\frac{dI_L}{dx} - A\right) \cdot \frac{\rho}{W} I_L(x)
\]
\[
\frac{d^2 I_L}{dx^2} + \frac{q\rho}{kTW} I_L \cdot \frac{dI_L}{dx} - \frac{qA\rho}{kTW} I_L = 0
\]

(105)

It is convenient to make the equation (105) non-dimensional, therefore noting that \( I_L \) is current/length, we will assume:

\[
y = \frac{I_L(x)}{kT} = \frac{I_L(x)}{q\rho} y
\]
\[
z = \frac{x}{W}
\]
\[
x = z \cdot W
\]

and

\[
\frac{dI_L}{dx} = \frac{kT}{q\rho} \cdot \frac{dy}{dz}
\]
\[
\frac{d^2 I_L}{dx^2} = \frac{kT}{q\rho W^2} \cdot \frac{d^2 y}{dz^2}
\]

Substituting the appropriate terms into equation (105) yields:

\[
\frac{d^2 y}{dz^2} + y \frac{dy}{dz} - \frac{c\rho W}{kT} \cdot A \cdot y = 0
\]

and assuming \( C = \frac{c\rho W}{kT} \cdot A \) we will get

\[
\frac{d^2 y}{dz^2} + y \frac{dy}{dz} - Cy = 0
\]

(106)
This is a self-consistent second-order non-linear differential equation defining hole current $I_L(y)$ as a function of $x(z)$.

Recalling equation (104) and differentiating once more with respect to $x$, one gets:

$$\frac{d^2V}{dx^2} = -\frac{\rho}{W} \frac{dI_L}{dx}$$

So that using our previous expression (103) for $dI_L/dx$ we have:

$$\frac{d^2V}{dx^2} = -\frac{\rho}{W} (A - B \exp \frac{qV_E(x)}{kT})$$

(107)

In equation (107) let $t = dV/dx$ then

$$\frac{d^2V}{dx^2} = t \frac{dt}{dV}$$

and we have:

$$t \frac{dt}{dV} = -\frac{\rho_A}{W} + \frac{\rho_B}{W} \exp \frac{qV_E(x)}{kT}$$

(108)

Integrating from the general point considered to $x = 1 - A_S$ using the fact that $V_E(1 - A_S) = 0$ and also $t(1 - A_S) = -\frac{\rho}{W} I_L(1 - A_S)$.

$$\frac{1}{2}t^2 = -\frac{\rho_A}{W} \cdot v + \frac{\rho_B}{W} \cdot \frac{kT}{q} \left[ \exp \frac{qV_E(x)}{kT} - 1 \right] + \frac{\rho^2}{2W^2} I_L^2(1-A_S)$$

$$\left(\frac{dv}{dx}\right)^2 = -2\frac{\rho_A}{W} \cdot v + 2\frac{\rho_B}{W} \cdot \frac{kT}{q} \left[ \exp \frac{qV_E(x)}{kT} - 1 \right] + \frac{\rho^2}{W^2} I_L^2(1-A_S)$$

(111)
Assuming

\[ D = \frac{2P_A}{W} \quad \text{and} \quad M = \frac{2P_B}{W} \cdot \frac{kT}{q} \]

\[ \frac{dV}{dx} = \pm \left[ M \left( \exp \frac{qV_E(x)}{kT} - 1 \right) - D \cdot V + \frac{\rho^2}{W^2} I_L^2 (1 - A_S) \right]^{\frac{1}{2}} \]

\[ \int_0^x \left[ M \left( \exp \frac{qV_E(x)}{kT} - 1 \right) - D \cdot V + \frac{\rho^2}{W^2} I_L^2 (1 - A_S) \right]^{-\frac{1}{2}} \, dx = \pm \int_0^x dx \]  

(109)

and using the boundary condition \( V_E(x) = V_{E0} \) and also \( dV/dx = 0 \) at \( x = 0 \), this is the complete solution in terms of an integral.

**Computer Aided Solution of Equation (106).**

The computer aided method of "Digital-Analogue Simulation" is used to solve the non-linear equation. The program uses the Merson's modification of the Runge-Kutta integration formula. This is a fourth order method which can be made numerically stable by choosing a sufficient number of step-lengths and it permits reasonable economy of processing time by regulation of step-length according to integration error involved.

The process uses the following equations (L. Fox, 1962).

\[ Y_{n+1} = Y_n + \frac{1}{2} (K_1 + 4K_4 + K_5) \]

where \( Y_n \) is the known value of \( Y \) at time \( t_n \), \( Y_{n+1} \) is the value obtained for \( Y \) at time \( t_{n+1} = t_n + h \),

\[ K_1 = \frac{1}{3} h \dot{Y}(t_n, Y_n) \]

(112)
\[ K_2 = \frac{1}{3} h \, \dot{Y}(t_n + \frac{1}{3} h, Y_n + K_1) \]
\[ K_3 = \frac{1}{3} h \, \dot{Y}(t_n + \frac{1}{3} h, Y_n + \frac{1}{3} K_1 + \frac{1}{3} K_2) \]
\[ K_4 = \frac{1}{3} h \, \dot{Y}(t_n + \frac{1}{3} h, Y_n + \frac{3}{8} K_1 + 9/8 K_3) \]
\[ K_5 = \frac{1}{3} h \, \dot{Y}(t_n + h, Y_n + 3/2 K_1 - 9/2 K_3 + 6K_4) \]

in which \( h \) time step = \( t_{n-1} - t_n \)

\( \dot{Y}(t, a) \) is the value of \( \dot{Y} \) at solution time \( t \), assuming that \( Y(t) = a \).

The above formula specify the calculation of values for \( Y \) and the \( K \)'s, given values for \( Y' \) at each value of time.

At each attempt step carried out according to the above formula, the Merson truncation error formula is evaluated for each integration output;

\[ e_Y = \frac{1}{5R_Y} (K_1 - 9/2 K_3 + 4K_4 - \frac{9}{2} K_5) \]

where \( R_Y \) is a normalising parameter whose value depends on the error checking mode.

Figure (6-11) represents a block-diagram of the program used in terms of simple integrators, as is required in programming analogue computers. To represent figure (6-4), at the point "P" we may write:

\[ y'' = -yy' + Cy \]

\[ y'' + yy' - Cy = 0 \]

(113)
The program is adopted to use the computer library manuals, D.E. Hirst, on CDC 7600 machine. The calculation takes about few seconds (4 sec.) on the CDC 7600.

**Boundary Condition.**

Recalling equation (99)

\[
\frac{dI_L}{dx} = |I_{c00p}| + I_{c00n} - |J_E(x)| (1 - \alpha_{NPN}) + |J_A| \alpha_{PNP}
\]

we can say that at the point \( x = 0 \) we have perfect balance between the rate of electron "left behind" in the base of npn and collector saturation current, that is:

\[
I_{c00n} = |J_E(x)| (1 - \alpha_{NPN})
\]

Thus at this point with a good approximation we will have:

\[(114)\]
Also at this point the value of \( I_L = 0 \), i.e.

\[
I_L = 0 \quad \text{at} \quad x = 0
\]  

Hence with such an initial boundary condition and known parameters after calculating the constant \( C \), we numerically solve the second-order non-linear differential equation of (106).

Figure (6-5) shows the variation of \( y(I_L) \) as a function of \( z(x) \) for various \( A_S \) at constant \( W \) for the non-linear equation of (106). This shows that as \( A_S \) increases \( y(I_L) \) decreases at the point \( (1 - A_S) \); this is expected since an increase in \( A_S \) for a fixed total emitter length will decrease the emitter junction area, and thus injected emitter electrons. Variation of \( I_L \) as a function of \( A_S \) at constant \( W \) is also shown in figure (6-6). The effect of \( A_S \) seems to be more pronounced than \( W \) at higher \( A_S \) in reducing the hole current \( I_L \) at the point \( (1 - A_S) \).

Figure (6-7) illustrates the variation of \( y(I_L) \) with \( z(x) \) at constant \( A_S \) for set of different \( W \). Of interest here is that the slope of curve increases with increasing \( W \). The variation of \( I_L \) the hole current with respect to \( W \) is also shown in figure (6-8); this shows rapid increase for \( I_L \) as \( W \) becomes smaller. However the variation of

\[
(115)
\]
$I_L(1 - A_S)$ with $A_S$ and $W$ is tabulated in table (9).

<table>
<thead>
<tr>
<th>$W$ (μm)</th>
<th>$A_S$ 0.0375</th>
<th>$A_S$ 0.0675</th>
<th>$A_S$ 0.125</th>
<th>$A_S$ 0.20</th>
</tr>
</thead>
<tbody>
<tr>
<td>15</td>
<td>84.3</td>
<td>80.6</td>
<td>75</td>
<td>68.1</td>
</tr>
<tr>
<td>20</td>
<td>82.5</td>
<td>78.7</td>
<td>73.7</td>
<td>66.8</td>
</tr>
<tr>
<td>30</td>
<td>80.0</td>
<td>77.5</td>
<td>72.5</td>
<td>65.6</td>
</tr>
<tr>
<td>40</td>
<td>78.7</td>
<td>76.5</td>
<td>71.8</td>
<td>65.4</td>
</tr>
<tr>
<td>50</td>
<td>78.0</td>
<td>75.6</td>
<td>71.2</td>
<td>65.2</td>
</tr>
</tbody>
</table>

Table (9)
The corresponding energy-band diagrams for the equilibrium, forward OFF state, and forward ON state are shown in figure (7-1a), (b), and (c) respectively. In equilibrium there is at each junction a depletion region with a built-in potential which is determined by the impurity doping profile. When a positive voltage is applied to the anode, junction \( J_2 \) will be reversed biased, while \( J_1 \) and \( J_3 \) will be forward-biased.
Figure (7-1) Energy band diagrams of forward regions.

7.1 The Rubber Membrane Model.

In order to visualize the distribution of voltage in junctions, the rubber membrane is used. The rubber membrane used was of unstretched thickness 0.048 cm. and had a 15% stretch on a rectangular frame, the dimensions of which were large compared with the "electrode system". Figure (7-2) shows the frame with stretched rubber membrane and electrodes.
The rubber membrane was divided into two parts, one showing the potential distribution of the thyristor in the "ON" part of the device and second part showing the "OFF" part of the device just before plasma has had time to spread. In the "OFF" part of the device due to the presence of the cathode metallization, the voltage drop will be the same value as "ON" part, i.e. $V_{ON}$. The potential distribution just after the device switched "ON" in "OFF" part is shown in figure (7-3).

Figure (7-3) Potential distribution just after turn-on but before spreading.
Figure (7-2) The rubber membrane assembly.
What happens here is, the hole and electron displacement current \( I_{\text{Disp}} = I_{\text{Disn}} \) is discharging the \( V_{BO} \) junction and reverse biasing the PIV (Anode junction) and cathode junction "EB".

The maximum reverse voltage the cathode junction \( V_{EB} \) can carry is probably less than 10V. This is because this junction has a very low breakdown voltage. So after the breakdown of the cathode junction the majority carriers will flow into the centre junction in order to reduce the reverse bias of the junction, and finally the junctions \( J_1 \) and \( J_2 \) will share the reverse voltage in the manner as shown in figure (7-4), which demonstrates the potential distribution at final stage after all events.

![Diagram](image)

**Figure (7-4) Distribution of potentials after settle-down of junctions.**
Assuming that in the "OFF" portion of the thyristor the total voltages across the junction have remained at \( V_{OFF} \), then:

\[
V_{OFF} = V_{EB} + V_C + V_{PIV}
\]

but the total voltage drop when all three junctions are reversed biased is:

\[
V_{ON} = V_C - V_{PIV} - V_{EB}
\]

Subtracting equation (113) from (112) one obtains:

\[
V_{OFF} - V_{ON} = 2V_{PIV} + 2V_{EB}
\]

therefore

\[
V_{PIV} = \frac{1}{2}(V_{OFF} - V_{ON}) - V_{EB}
\]

and also adding equation (112) to (113) will give:

\[
V_{OFF} + V_{ON} = 2V_C
\]

or

\[
V_C = \frac{1}{2}(V_{OFF} + V_{ON})
\]

If \( V_{OFF} \) is very large then:

\[
V_C = -V_{PIV}
\]
7.2 Computer Simulation.

The exact numerical modelling approach recently has proved to be an efficient means of solving the general semiconductor transport equations accurately without the conventional restrictions such as locally neutral or space charge regions, constant mobilities, simplified doping profile, etc. This approach, involving the solution of the governing differential equation, was developed and applied for the first time by Gummel (1964).

Gummel described an efficient method for solving one-dimensional (1D) steady-state carrier transport equations. Later many authors published solution methods not only for small-signal and transient operation on 1D diode and transistor structures. With these methods it is possible to study how physical parameters such as doping profile, carrier mobilities, lifetimes, and geometry are related to the electrical behaviour of the device and to get a clear insight into high-level effects that are of growing importance for device optimization and design of accurate circuit models.

However, the basic equations governing the transport of carriers in semiconductor structures are Poisson's equation, continuity equations for holes and electrons and current density equations.
\[ \nabla^2 \psi = n - p - N \]  \hspace{1cm} (117)

\[ \nabla J_p = -R \]
\[ \nabla J_n = R \]  \hspace{1cm} (118)

\[ J_p = -\mu_p (p \nabla \psi + \nabla p) \]
\[ J_n = \mu_n (n \nabla \psi + \nabla n) \]  \hspace{1cm} (119)

where

\[ \psi(x) = \text{electrostatic potential} \]
\[ n(x), p(x) = \text{electron, hole density} \]
\[ N(x) = \text{net concentration of the ionised impurity atoms.} \]
\[ J_n(x), J_p(x) = \text{electron, hole current density.} \]
\[ R(x) = \text{generation-recombination rate.} \]
\[ \mu_n(x), \mu_p(x) = \text{electron, hole mobility.} \]

We will introduce two variables defined by:

\[ \phi_p = \exp \psi_p \]
\[ \phi_n = \exp(-\psi_n) \]  \hspace{1cm} (120)

where \( \psi_p \) and \( \psi_n \) are the hole and electron quasi-Fermi potentials:

\[ \psi_p = \psi + \ln(p) \]
\[ \psi_n = \psi - \ln(n) \]  \hspace{1cm} (121)

Therefore the basic equations (117)-(118) reduce to three

(123)
elliptic partial differential equation in \( \psi, \phi_p, \phi_n \) (J.W. Slotboom, 1969):

\[
\nabla^2 \psi = \phi_n \exp(\psi) - \phi_p \exp(-\psi) - N
\]

(122)

\[
\nabla \cdot \left[ \mu_p \exp(-\psi) \nabla \phi_p \right] = R
\]

(123)

\[
\nabla \cdot \left[ \mu_n \exp(\psi) \nabla \phi_n \right] = R
\]

(124)

with

\[
J_p = -\mu_p \exp(-\psi) \nabla \phi_p
\]

\[
J_n = \mu_n \exp(\psi) \nabla \phi_n
\]

(125)

Poisson's equation (122) is a second order non-linear elliptic partial differential equation in \( \psi \) and is linearized according to Newton's method. The procedure of obtaining a solution of this system of equations is the same as in the 1D Gummel method; first the non-linear Poisson's equation is solved, assuming \( \phi_n \) and \( \phi_p \) are known, and then each of the continuity equations is solved using the just calculated electric potentials from the Poisson's equation. This cycle is iterated until a sufficient accuracy is reached, figure (7-5).

Input data for the calculations are:

1. Doping profile for the thyristor.
2. Mobility as a function of doping and electric field.
4. Applied voltage.
5. Geometry.
6. Right boundary condition.

begin

Guess $\phi_n$, $\phi_p$ and $R$, $\mu_n$, $\mu_p$

solve Poisson's equation

solve equation (123) linear in $\phi_p$

solve equation (124) linear in $\phi_n$

Test accuracy reached

end

Figure (7-5) Flow chart of the iterative scheme.

Doping Profile.

The doping profile is calculated from the 1D Gaussian diffusion equation:

(125)
\[ N = N_1 \exp \left[ -\frac{(X_1 - Re)^2}{(eK)^2} \right] - N_2 \exp \left( -\frac{X_2^2}{(bK)^2} \right) + N_3 + N_4 \]

where:

- \( N_1 \) = surface density donors, concentration.
- \( N_2 \) = surface density acceptors, concentration.
- \( N_3 \) = epitaxial layer concentration.
- \( N_4 \) = fourth layer concentration.
- \( eK \) = diffusion constants, donors.
- \( bK \) = diffusion constants, acceptors.
- \( Re \) = flat top.

**Mobility Model.**

The carrier mobility variation with doping and electric field have been presented for silicon by D.M. Caughey and R.E. Thomas (1967):

\[
\mu = \left[ \frac{\mu_{\text{max}} - \mu_{\text{min}}}{1 + (N/N_{\text{ref}})\alpha} + \frac{\mu_{\text{min}}}{1 + (E/E_c)^\beta} \right]^{1/\beta}
\]

(127)

where \( \mu \) is mobility and \( N \) is doping density. \( \beta \) is constant, and equal to unity for holes and two for electrons.

The value of \( \alpha \) and \( N_{\text{ref}} \) can be obtained from the slope and unity intercept of the straight line of:

\[
\log \left( \frac{\mu_{\text{max}} - \mu}{\mu - \mu_{\text{min}}} \right) \text{ versus } \log N.
\]

\[
(N/N_{\text{ref}})^\alpha = \left( \frac{\mu_{\text{max}} - \mu}{\mu - \mu_{\text{min}}} \right)
\]

(126)
Recombination Model.

The rate of recombination for non-equilibrium but steady-state condition is obtained from the Hall-Shockley, and Read model:

\[ R = \frac{(pn - n_1)^2}{\left[ \tau_{no}(p + p_1) + \tau_{po}(n + n_1) \right]} \]

where

\[ \tau_{no}, \tau_{po} = \text{electron and hole lifetimes.} \]
\[ p_1, n_1 = \text{hole and electron concentrations that would exist if the Fermi-levels were at the trap level.} \]

For simplicity we will assume that the recombination centres are near the bandgap so:

\[ n_1 = p_1 = n_1 \]

therefore

\[ R = n_1 \frac{e^{\psi_p - \psi_n} - 1}{\tau_{no}(e^{\psi_p - \psi + 1}) + \tau_{po}(e^{\psi - \psi_n + 1})} \]

(128)

Note that, \( p \) and \( n \) are in units of \( n_1 \), the intrinsic carrier concentration, and \( \psi \), \( \psi_p \) and \( \psi_n \) are in units of the Bolzmann voltage \( kT/q \).

Boundary conditions.

For the discussion of the boundary conditions we will
treat a thyristor as a "hook transistor" as shown in figure (7-6).

Figure (7-5) Schematic of npnp hook-transistor under consideration.

Boundary conditions are specified at points representing the emitter, base and collector contacts. Along the contacts infinite surface recombination velocities are assumed, or in other words, the carriers are assumed to be in thermodynamic equilibrium. Also it is assumed that the charge neutrality condition is valid along the contacts. Therefore the carrier densities at the emitter and collector are fixed.

\[ \rho_n = 1 \]
\[ n - p - N = 0 \] (129)

It is convenient to take the base as reference point for the electrostatic potential. The potentials at the emitter and collector are then determined from the diffusion and applied potentials. In practice the approximation is
such, that the majority carrier density is equal to the net impurity density.

Emitter contact
\[ n = N \quad p = \frac{1}{N} \quad \therefore \quad \psi = \ln N + V_{EB} \]

Base contact
\[ p = p \quad n = p + N \quad \therefore \quad \psi = \ln |p| \]

Collector contact
\[ n = N \quad p = \frac{1}{N} \quad \therefore \quad \psi = \ln N + V_{CB} \]

The electron density may be solved for as a two point boundary value problem between emitter and collector on the assumption that no minority current flows out through the base contact. The hole density at the base is then fixed by the neutrality relationship (129). Electrostatic potential and hole current density are solved for in each region of the device separately, emitter to base \((1 - N_B)\) and base to collector \((N_B - N)\).

**Poisson's Equation.**

In solving the Poisson's equation we assume that, the quasi-Fermi potentials are known, along with a trial solution for the \(\psi\) and we consider how improved values for the \(\psi\) can be obtained. The equation to be solved is the second order differential equation:

\[
\nabla^2 \psi = \phi_n \exp(\psi) - \phi_p \exp(\psi) - N
\]

\((129)\)
The right-hand side represents the net space charge. To linearize such a non-linear equation we introduce the difference $\delta(x)$ between the available trial solution and the exact solution.

$$
\psi_{\text{exact}} = \psi_0 + \delta
$$

(130)

Then,

$$
\delta = \delta \left[ \phi_n \exp(\psi_0) + \phi_p \exp(-\psi_0) \right] = \left[ -\psi'' + \phi_n \exp(\psi_0) - \phi_p \exp(-\psi_0) - N \right]
$$

(131)

which can be written:

$$
\nabla^2 \delta - A \delta = b
$$

where

$$
A = \phi_n \exp(\psi_0) + \phi_p \exp(-\psi_0) = n + p
$$

$$
b = -\nabla^2 \psi_0 + \phi_n \exp(\psi_0) - \phi_p \exp(-\psi_0) - N
$$

$$
= -\nabla^2 \psi_0 + n - p - N
$$

$\psi_0$ = the $\psi$ values of the former iteration.

The resulting linear equation for the correction $\delta(x)$ can be replaced by a set of difference equations. In this process, the left hand side forms a matrix $M$ having non-zero elements in the main diagonal. Then we can write as:

$$
M \delta = b
$$

(132)
where $\mathbf{b}$ and $\mathbf{b}$ are considered as column vectors. The solution $\mathbf{b}$ is given by:

$$\mathbf{b} = M^{-1}\mathbf{b}$$  \hspace{1cm} (133)

Therefore

$$\psi_{\text{new}} = \psi_0 + M^{-1}\mathbf{b}$$  \hspace{1cm} (134)

The linearized Poisson equation can be solved directly by a Gaussian elimination method. The coefficient matrices of the continuity difference equations depend upon the electric potential, which changes with each "outer" iteration. Therefore, it is necessary that independent of the values of the electric potential in each point, the difference equations are numerically stable, and that the iterative solution method of the individual equations is always convergent. These conditions will be satisfied by iteration solution methods, such as the method of successive over-relaxation (SOR), R.S. Varga (1962), superior to the method of direct matrix inversion technique, which exhibits slow convergence.

The difference equation at the point $(i)$, figure (7-8) is

$$\left[4 + h^2 \left( \phi_{n_1} \exp(\psi_1) + \phi_{p_1} \exp(-\psi_1) \right) \right] \delta_1 = \delta_{i+1} + \delta_{i-1} + 2 \delta_i - b_1$$  \hspace{1cm} (135)
where $b$ is a known function of $\psi$, $\phi_n$, $\phi_p$ and $N$, and $h$ is the step length. Convergence of the SOR is always guaranteed by the diagonal dominance criterion. This method can be readily extend to two-dimensional solution (Slotboom, 1969). Therefore equation (135) can be written in the form of 2D as:

$$
\begin{align*}
&[4 + h^2 \{ \phi_{n_{i,j}} \exp(\psi_{i,j}) + \phi_{p_{i,j}} \exp(-\psi_{i,j}) \}] \delta_{1,j} = \\
&\delta_{i+1,j} + \delta_{i-1,j} + \delta_{i,j+1} + \delta_{i,j-1} - b_{i,j}.
\end{align*}
$$

(136)

Continuity Equations.

We assume that the electric potential $\psi$ is a known value as well as $R$, $\mu_p$, $\mu_n$ and consider equations (123), (124). These sets of equations can be solved by direct integration, but the process will be very slow. The method is capable of extension to two dimensions but needs careful consideration since diagonal dominance is not guaranteed.

(132)
However these sets of difference equations can also be solved by method of SOR. At the point (i), figure (7-8), the difference equation for equation (123) is:

\[
(a_{1+\frac{1}{2}} + a_{1-\frac{1}{2}} + 2a_i) \phi_{p_1} = a_{1+\frac{1}{2}} \phi_{p_{i+1}} + a_{1-\frac{1}{2}} \phi_{p_{i-1}} + 2a_i \phi_{p_{i}} - h^2 R_i
\]

where \( a = \mu_p \exp(-\psi) \)

The difference equation for (124) is similar to (137) except that \( a = \mu_n \exp(\psi) \). In extending to 2D equation (137) will be replaced by:

\[
(a_{1+\frac{1}{2},j} + a_{1-\frac{1}{2},j} + a_{i,j+\frac{1}{2}} + a_{i,j-\frac{1}{2}}) \phi_{p_{1,j}} = a_{1+\frac{1}{2},j} \phi_{p_{i+1,j}} + a_{1-\frac{1}{2},j} \phi_{p_{i-1,j}} + a_{i,j+\frac{1}{2}} \phi_{p_{i,j+1}} + a_{i,j-\frac{1}{2}} \phi_{p_{i,j-1}} - h^2 R_{i,j}
\]

With the new value for \( \psi \), and available quasi-Fermi potentials \( \psi_p \) and \( \psi_n \) one calculates the recombination rate \( R \), and \( \mu_n, \mu_p \) at that point in the iteration cycle, therefore with values which all are known we return to the beginning for computing new \( \psi \) values and etc.

Example.

A procedure is adopted to use the Cranfield Institute of Technology programs (W. Love) to solve a numerical example.

(133)
of a thyristor (hook-transistor) with a Gaussian doping profile, non-linear mobility variation and Shockley-Read recombination. Figure (7-9) shows the impurity profile of the device under consideration.

Figure (7-10) shows a plot of potential under zero bias condition. One recognizes the built-in junction voltages. Because of the impurity gradients in the base and emitter bulk regions, the potential also has a gradient to guarantee zero current flow.

Figure (7-11) shows a potential distribution for a specified bias conditions. One observes the corresponding changes of the junction voltages from those shown in figure (7-10).

The plot of electron density for the same bias conditions is shown in figure (7-12). Comparing the different bias conditions shows that the density of electrons in the active base region is increased, and also it is seen that electrons spread relatively widely into the second base. For higher value of $V_{EB}$ the high injection of carriers has taken place and it seems that the p-base has been swamped by injected carriers.

Figure (7-13) shows the plot of hole densities. The viewing point has been shifted to the collector side of the device.
The lateral variations in current densities such as lateral current spreading, and potentials and their relationship with base current can not be taken into account in the 1D thyristor structures. Two dimensional (2D) models are made to include these effects, which is under consideration.

The cut-off frequency is calculated in accordance with the charge control principle from a perturbation of the charge concentration and the resulting change in collector current:

\[ f_T = \left(\frac{1}{2\pi}\right) \frac{\Delta I_C}{\Delta Q_p} \]

where \( \Delta Q_p \) is the change in total stored hole charge. For example for the structure under consideration with the values:

\[ V_{EB} = -0.75 \text{ V}, \quad V_{CB} = 0.97 \text{ V}, \quad I_C = -1.15 \times 10^7 \text{ A/m}^2 \]

the value of cut-off frequency is equal to:

\[ f_T = 1.92 \text{ GHz} \]
8. Conclusion.

The results of individual experiments and theory are described throughout the work, but the main conclusions can be summarized as follows:

(1) It was shown that the method of three terminal current gain measurement by means of Fulop's method for small thyristors can also be used to measure current gains of the transistor components of high power thyristors. The method showed that the centre junction was reverse-biased and the two other junctions were forward biased, so that device is in the high impedance region. Calculating the dc component of currents from repeated measurements of small signal current gain factors of two transistor sections of the thyristor at several fixed current levels will yield the dc current gain of two transistor sections. It was then found that switching occurs when sum of small signal alpha's becomes unity rather than sum of dc alphas and agrees with Fulop's results. However with the known values for $\alpha_{nnp0}$ and $\alpha_{pnp0}$ with their respective cut-off frequencies one gets some quantitative information on the dimensions and material properties of the thyristor.
(ii) The small signal current gains of two transistor sections were measured as a function of temperature from room temperature up to 140°C, the normal limit of operation. It was shown that from the curve of sum alpha versus temperature at a number of fixed anode currents, one can estimate qualitatively the variation of latching current, $I_{BO}$ with temperature. This can be done by moving along a line of constant $\alpha_{t0}$, as close to unity as possible and noting the interception with curves plotted for constant $I_A$. Measurement showed predictably the effect of gold-doping on the pnp current gain. This value was considerably lower because of reduced lifetime in the ungated base region.

In analysis of instability of pnpn devices the various conditions were investigated and it appears, that $I_{O0}$, the saturation current of centre junction plays a dominant role in the instability of pnpn devices with temperature. This has a large effect on the partial derivative of sum alphas with current which is always positive. The corresponding partial derivative with temperature, which is sometimes negative has much less influence.

(iii) The current gain measurements of sample thyristors
with and without shorted emitters from the same silicon resistivity showed almost similar variation with frequency. In the investigation of temperature dependence of alpha's, it appeared that $\alpha_{npn0}$ has almost the same variation for the devices with and without shorting dots and they were very close even at high temperatures ($100^\circ C$). The break-over voltage $V_{BO}$ of devices with no shorting dots showed an expected decrease with increasing temperature, while for the shorted emitter devices this value was found to be constant or even to slightly increase with increasing temperature. Aldrich and Holonyak result's confirms our results. Then it was thought that the shorted emitter device is conducting in the area of the gate between gate contact and the nearest shorting dot. Alternatively, the current gain of the npn transistor section may have been controlled by adjustment of silicon resistivity and the thickness by means of introducing some acceptable impurity (gold) to the basic silicon, in order to improve $dV/dt$ performance of the device.

(iv) The theory of the influence of shorting dots in pnpn devices is outlined in a report by W. Fulop and was further developed. Firstly with a resistance $R$ placed between the cathode
and gate to which a shorting dot could be likened, it was shown that anode dc current \( I_A \) will decrease for decreasing \( R \). Another point of interest was that, anode current for the value of \( R = 0 \) seems entirely independent of \( \alpha_{\text{NPN}} \) and \( \alpha_{\text{INPN}} \). An attempt was made to investigate the current flow in direct manner without using the thyristor equations. It was shown that the \( \alpha_{\text{eff}} \) of npn transistor depends on \( A_S \), the shorted area and \( I_L \), the hole current out of the shorting dot. Analysing \( I_L \) showed that this current varies with \( A_S \) and \( W \), the p-base width and decreases with increasing \( A_S \) as well as \( W \). It seems that the effect of \( A_S \) term dominates and decrease in \( I_L \) is mostly governed by \( A_S \) rather than \( W \).

(v) The problem of voltage distribution in the two central base regions just after the device has switched on but before the plasma has had time to spread is investigated. It is shown that in the "OFF" portion of the thyristor all three junctions become reverse biased, just after turn-on but before spreading taken place. Since the cathode junction has a very low break-down voltage, probably less than 10 V, this junction breaks-down and majority carriers will flow into the centre junction. Finally the junctions
$J_1$ and $J_2$ will share the reverse voltage, and calculation shows that for a very large $V_{OFF}$, these two voltages are equal, i.e. $V_C = V_{PIV}$.

In order to have a better understanding of internal thyristor behaviour, the carrier transport equations for 1D thyristor structure are solved numerically in a way similar manner to that used by Gummel for 1D continuity equations. The Boltzman statistics is used rather than Fermi statistics. Also boundary conditions are applied to the point of contacts. Then the potential distribution under zero and specified bias conditions was plotted. Also, the electron current density as well as hole current density was plotted for a set of bias conditions.

It would be of interest to extend this technique to 2D model and also consider the time transient problems of pnpn devices in such a way.
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List of Symbols.

$I_1, I_2, I_3$ = Current through the junctions.

$I_{S1}, I_{S2}, I_{S3}$ = Saturation current of junctions when other two junctions are short-circuited.

$I_A$ = Anode dc current of SCR.

$I_{AS}$ = Anode switching current of SCR.

$I_K$ = Cathode dc current of SCR.

$I_G$ = Gate firing current.

$I_{GS}$ = Gate switching current.

$I_{ns}, I_{ps}$ = Saturation currents of collector junction of npn and pnp transistor sections, where $I_{S2} = I_{ns} + I_{ps}$

$I_h$ = Holding current.

$I_t$ = Turn-off current.

$I_{Dis}$ = Displacement current.

$I_{BO}$ = Breakover current under-two terminal operation.

$I_F$ = Forward current.

$I_{B1}, I_{B2}$ = The base current of pnp and npn transistor sections.

$I_{C1}, I_{C2}$ = The collector current of pnp and npn transistor sections.

$I_{COB1}, I_{COB2}$ = Saturation current of reverse bias junctions of pnp and npn transistor sections.

$i_a$ = ac anode current of SCR.

$i_k$ = ac cathode current of SCR.
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$I_{c0p}, I_{c00p}$ = Saturation current of collector junction of pnp transistor section.

$I_{c0n}, I_{c00n}$ = Saturation current of collector junction of npn transistor section.

$I_{c0}, I_{c00}$ = Saturation current of centre junction of SCR.

$I_D0$ = Saturation current flowing across collector of npn section opposite shorting dot.

$I_L$ = Hole lateral current out of shorting dot.

$I_{CP}, I_{CN}$ = dc collector current of pnp and npn transistor sections.

$V$ = Applied voltage.

$V_{BO}$ = Breakover voltage under two-terminal operation.

$V_B$ = Breakdown voltage of centre junction.

$V_{EB}, V_3$ = Cathode junction ($J_3$) voltage.

$V_C, V_2$ = Centre junction ($J_2$) voltage.

$V_{P1V}, V_1$ = Anode junction ($J_1$) voltage.

$\alpha_{1N}, \alpha_{PNP}$ = dc forward alpha for PNP section.

$\alpha_{2N}, \alpha_{NPN}$ = dc forward alpha for NPN section.

$\alpha_{1NI}$ = dc inverse alpha of PNP section.

$\alpha_{2NI}$ = dc inverse alpha of NPN section.

$\alpha_{1NO}, \alpha_{pnp0}$ = Low-frequency small-signal current gain factor of pnp transistor section.

$\alpha_{2NO}, \alpha_{npn0}$ = Low-frequency small-signal current gain factor of npn transistor section.
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\( \alpha_{\text{pnp}}, \alpha_{\text{npn}} \) = Small-signal current gain factors of pnp and npn transistor sections.

\( \alpha_{\text{dc}} \) = dc current gain of SCR.

\( \alpha_{\text{e}} \) = Small-signal effective alpha of SCR.

\( \alpha_{\text{pnp}}^{0} \) = Low-voltage value of \( \alpha_{\text{pnp}} \).

\( \alpha_{\text{npn}}^{0} \) = Low-voltage value of \( \alpha_{\text{npn}} \).

\( \alpha_{t0} \) = The sum of small signal alphas.

\( \alpha_{t00} \) = Low voltage value of \( \alpha_{t0} \).

\( \beta \) = Minority carrier transport factor.

\( \gamma \) = Emitter efficiency.

\( f_{p}, f_{\text{pnp}} \) = Cut-off frequency for pnp transistor.

\( f_{n}, f_{\text{npn}} \) = Cut-off frequency for npn transistor.

\( f_{(\text{pnp})t} \) = Theoretical value of cut-off frequency for pnp transistor section.

\( V_{S} \) = Spreading velocity.

\( E_{g} \) = Band-gap energy.

\( N_{B} \) = Background doping.

\( W_{\text{sc}} \) = Depletion layer width.

\( W_{B1} \) = Base width of pnp transistor.

\( W_{B2} \) = Base width of npn transistor.

\( W \) = Base width of appropriate transistor.

\( D_{p}, D_{n} \) = Diffusion constants for holes and electrons.

\( D_{pe} \) = Diffusion constant of holes in emitter.

\( D_{nb} \) = Diffusion constant of electrons in base.

\( \tau_{p}, \tau_{p0} \) = Hole life-time.

\( \tau_{n}, \tau_{n0} \) = Electron life-time.

\( t_{r} \) = Rise-time.
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<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>(a)</td>
<td>The thickness of each base.</td>
</tr>
<tr>
<td>(L_p, L_n)</td>
<td>Diffusion length for holes and electrons.</td>
</tr>
<tr>
<td>(L_{pe})</td>
<td>Diffusion length for holes in emitter region.</td>
</tr>
<tr>
<td>(L_{nb})</td>
<td>Diffusion length for electrons in base region.</td>
</tr>
<tr>
<td>(M_n, M_p)</td>
<td>Multiplication factors for electrons and holes.</td>
</tr>
<tr>
<td>(A_S)</td>
<td>Ratio of shorting dot area to total emitter area.</td>
</tr>
<tr>
<td>(\rho)</td>
<td>The resistivity of p-base region.</td>
</tr>
<tr>
<td>(C_2)</td>
<td>Depletion layer capacitance.</td>
</tr>
<tr>
<td>(J_0)</td>
<td>Emitter junction reverse saturation current density.</td>
</tr>
<tr>
<td>(J_e)</td>
<td>Active area emitter current density.</td>
</tr>
<tr>
<td>(\psi(x))</td>
<td>Electrostatic potential.</td>
</tr>
<tr>
<td>(n(x), p(x))</td>
<td>Electron, hole density.</td>
</tr>
<tr>
<td>(N(x))</td>
<td>Net concentration of the ionised impurity atoms.</td>
</tr>
<tr>
<td>(J_n(x), J_p(x))</td>
<td>Electron, hole current density.</td>
</tr>
<tr>
<td>(R(x))</td>
<td>Generation-recombination rate.</td>
</tr>
<tr>
<td>(\mu_n(x), \mu_p(x))</td>
<td>Electron, hole mobility.</td>
</tr>
<tr>
<td>(\phi_p, \phi_n)</td>
<td>Hole, electron quasi-Fermi potentials.</td>
</tr>
<tr>
<td>(N_1)</td>
<td>Surface density donors, concentration.</td>
</tr>
<tr>
<td>(N_2)</td>
<td>Surface density acceptors, concentration.</td>
</tr>
<tr>
<td>(N_3)</td>
<td>Epitaxial layer concentration.</td>
</tr>
<tr>
<td>(N_4)</td>
<td>Fourth layer concentration.</td>
</tr>
<tr>
<td>(eK)</td>
<td>Diffusion constants, donors.</td>
</tr>
</tbody>
</table>
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bK = Diffusion constants, acceptors.
Re = Flat top.
p1, n1 = Hole and electron concentrations that would exist if the Fermi-levels were at the trap level.
n1 = Intrinsic carrier concentration.
kT/q = Boltzmann voltage.
ΔQp = The change in total stored hole charge.
T = Absolute temperature.
GRAPHS.
Figure 3-6 Frequency-response of current gain of a medium-power thyristor.
Figure (3-7) Frequency-response of current gain of a medium-power thyristor.
Figure (3-8) Current gain as a function of anode current for a medium-power thyristor.
Figure (3-9) The anode-cathode dc-current characteristics of redium-power thyristor.

Device No.1

- $V_{AK} = 50$ V
- $V_{AK} = 200$ V

$I_A$(mA) $\rightarrow$ $I_K$(mA)

$I_{AS}$
Figure (3-10) Frequency-response of current gain of a high-power thyristor.
Figure (3-11) Frequency-response of current gain of a high-power thyristor.
Figure (3-12) Current gain as a function of anode current for a high-power thyristor.
Figure (3.13) The anode-cathode dc-current characteristics of high-cower thyristor.

 DEVICE No. 2

 - $V_{ak} = 10 \text{ V}$
 - $V_{ak} = 50 \text{ V}$

$I_A$ (mA) $\rightarrow$

$I_K$ (mA) $\rightarrow$

$I_{as}$ $\rightarrow$
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Figure (3-15) Frequency-response of current gain of a high-power thyristor.
Figure (3-16) Current gain as a function of anode current of a high-power thyristor.
Figure (3-18) Frequency response of current gain of a 10A thyristor (not gold-doped).
Figure (3-19) Current gain as a function of anode current for a 10A transistor (not gold-doped).
Figure (3-20) The anode-cathode dc-current characteristics of a 10A thyristor (not gold-doped).
Figure (3-21) Frequency-response of current gain of a 1CA thyristor (yield-def-i).
Figure (3-22) Current gain as a function of anode current for a 10A thyristor (gold-doped).
Figure (3.23) The anode-cathode dc-current characteristics of a IFA thyristor (cold-jer].
Figure (4-1) Current gain as a function of temperature for a medium-power thyristor.
Figure (4-2) Breakover current as a function of temperature for a medium-power thyristor.
Figure (4-3) Gate firing current as a function of temperature for a medium-power thyristor.
Figure (4-4) Breakover voltage as a function of temperature for a medium-power thyristor.
Figure (4-5) Current gain as a function of temperature for a high-power thyristor.
Figure (4-6) Breakover current as a function of temperature for a high-power thyristor.
Figure (4-7) Breakover voltage as a function of temperature for a high-power thyristor.
Figure (4-8) Current gain as a function of temperature for a high-power thyristor.
Figure (4-9) Breakover current as a function of temperature of a high-power thyristor.
Figure (4-10) Breakover voltage as a function of temperature of high-power thyristor.
Figure (4-11) Current gain as a function of temperature for a 10A thyristor (not gold-doped).
Figure (4-12) Breakover current as a function of temperature for a 10A thyristor (not gold-doped).

Figure (4-13) Breakover voltage as a function of temperature for a 10A thyristor (not gold-doped).
TEXT CUT OFF IN ORIGINAL
DEVICE No. 5

$V_{AK} = 50\, \text{V}$

- $\alpha_{pnpn}$
- $\alpha_{npn}$
- $\alpha_{to}$

$\alpha_{to} = \alpha_{pnpn} + \alpha_{npn}$

$I_A = 5.5\, \text{mA}$

Figure (1b) Current gain as a function of temperature for a npn.
Figure (4-15) Breakover current as a function of temperature for a 10A thyristor (gold-doped).

Figure (4-16) Breakover voltage as a function of temperature for a 10A thyristor (gold-doped).
Figure (4-17) Anode current as a function of temperature for a medium-power thyristor.
Figure (4-18) Current gain as a function of temperature for a medium-power thyristor (at fixed $I_G$).
Figure (5-1) Frequency-response of current gain of a medium-power thyristor (shorted-emitter).
Figure (5-2) Current gain as a function of temperature for a medium-power thyristor (shorted-emitter).
Figure (5-3) Frequency-response of current gain of a medium-power thyristor (shorted-emitter).
DEVICE No.7 (S.D.)

$V_{AK} = 200 \, \text{V}$

- $\alpha_{pnpo}$
- $\alpha_{npno}$

![Graph showing current gain as a function of temperature for medium-power thyristor (shorted-emitter).](image-url)

Figure (5-4) Current gain as a function of temperature for a medium-power thyristor (shorted-emitter).
Figure (5-5) Breakover voltage as a function of temperature for a medium-power thyristor (shorted-emitter).
Figure (5-6) Frequency-response of current gain of a medium-power thyristor (shorted-emitter).
Figure (5-7) Current gain as a function of temperature for a medium-power thyristor (shorted-emitter).
Figure (5-3) Frequency-response of current gain of a medium-power thyristor (shorted-emitter).
Figure (5-9) Current gain as a function of temperature for a medium-power thyristor (shorted-emitter).
Figure (5-10) Breakover voltage as a function of temperature for a medium-power thyristor (shorted-emitter).
Figure (5-11) Frequency-response of output gain of a junction-type transistor (not shown).
Figure (5-12) Current gain as a function of temperature for a medium-power thyristor (not shorted-emitter).
Figure (5-13) Breakover voltage as a function of temperature for a medium-power thyristor (not shorted-emitter).
Figure (5-14) Frequency-response of current gain of a medium-power thyristor (not shorted emitter).
Figure (5-15) Current gain as a function of temperature for a medium-power thyristor (not shorted-emitter).
Figure (5-16) Breakover voltage as a function of temperature for a medium-power thyristor (not shorted-emitter).
Figure (5-17) Frequency-response of current gain of a medium-power thyristor (not shorted emitter).
Figure (5-18) Current gain as a function of temperature for a medium-power thyristor (not shorted-emitter).
Figure 5.19  Frequency-response of current gain of a n-p-n-p-n-p-n transistor (not shown)
Figure (5-20) Current gain as a function of temperature for a medium-power thyristor (not shorted-emitter).
Figure (5-21) Histogrammatic diagram of current gain of NPN transistor section of thyristor at different temperatures.
cont. of Figure (5-21).
T = 120°C

$I_A = 10 \text{ mA}$

$V_{AK} = 200 \text{ V}$

cont. of Figure (5-21).
Figure (6-5) Plot of equation (105) for various A_s.
Figure (6-6): Variation of $I_L$ with $A_S$ at constant W.
Figure (6-7) Plot of non-linear equation of (106) for various W.
Figure (6-8) Variation of hole current $I_L$ at $(1-A_S)$ with $W$ at constant $A_S$. 
Figure (7-9) Doping Profile.
Figure (7-10)
Plot of potential under zero bias condition.

Potential in Boltzmann units $kT/q$
Figure (7-11) Electrostatic potential distribution in unit of Boltzmann voltage $kT/q$. 

- $V_{CB} = 1.02 \text{ V}$
- $V_{EB} = -0.9 \text{ V}$
- $V = -0.8 \text{ V}$
- $V = -0.7 \text{ V}$
- $V = -0.6 \text{ V}$
Figure (7-12) Normalized electron density distribution in units of $n_1$. 

- $V_{CB} = 1.02 \text{ V}$
- $V_{EB} = -0.9 \text{ V}$
- $\nabla = -0.8 \text{ V}$
- $x = -0.7 \text{ V}$
- $\Delta = -0.6 \text{ V}$
Figure (7-13) Normalised hole density distribution in units of $n_1$. 