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FINITE ELEMENT APPROXIMATION OF A NON-LOCAL
PROBLEM IN NON-FICKIAN POLYMER DIFFUSION

SIMON SHAW

Abstract. The problem of non-local nonlinear non-Fickian polymer diffusion as modelled by a
diffusion equation with a nonlinearly coupled boundary value problem for a viscoelastic ‘pseu-
dostress’ is considered (see, for example, DA Edwards in Z. angew. Math. Phys., 52, 2001,
pp. 254—288). We present two numerical schemes using the implicit Euler method and also the
Crank-Nicolson method. Each scheme uses a Galerkin finite element method for the spatial dis-
cretisation. Special attention is paid to linearising the discrete equations by extrapolating the
value of the nonlinear terms from previous time steps. A priori error estimates are given, based
on the usual assumptions that the exact solution possesses certain regularity properties, and nu-
merical experiments are given to support these error estimates. We demonstrate by example that
although both schemes converge at their optimal rates the Euler method may be more robust
than the Crank-Nicolson method for problems of practical relevance.

Key words. a priori error estimates, nonlinear diffusion, non-Fickian diffusion, finite element
method, linearisation, extrapolation, implicit Euler, Crank-Nicolson
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1. Introduction and background

In [I2, 11I] Thomas & Windle demonstrated by experiment that diffusion of a
solvent in a viscoelastic polymer matrix is highly non-Fickian with the solvent
concentration developing a steep, and possibly travelling, wave front. This front
demarcates a concentration-forced phase transition of the polymer from a ‘glassy’
state to a ‘rubbery’ state. The viscoelastic time constants in the viscoelastic stress-
strain constitutive equation vary sharply across this transition, and this variation is
believed to be basic driving mechanism behind the formation of the steep stationary
or travelling fronts.

1991 Mathematics Subject Classification. (2010 version—macro doesn’t work?) 74505 (FEM),
74520 (FDM), 76R50 (diffusion), 74D10 (nonlinear constitutive equations), 82D60 (polymers).
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To date most modern attempts at modelling this phenomenon mathematically
have been based on introducing a temporal nonlocality into the classical Fickian
diffusion law using a hereditary integral for a concentration-induced ‘stress’. The
motivation is of course from the phenomenological theory of viscoelasticity, e.g. [§],
where stress is usually written as a convolution of strain with a ‘relaxation function’.
The decaying exponential form of this relaxation function then allows the stress in
the non-Fickian diffusion law to be represented in terms of an ordinary differential
equation (in time). This equation is nonlinearly coupled to the partial differential
equation for the concentration. See [4, 5] for more on this and [2], 0] for some
related numerical analysis.

In an alternative approach Edwards in [6] [7] argued the need to also permit
spatial nonlocality due to the ‘long chain’ polymer molecules being much larger
than the penetrant’s molecules. He then proposed a non-Fickian diffusion model
based on the introduction of a spatially nonlocal ‘viscoelastic psuedostress’. The
result is still a non-Fickian diffusion law but with this time the ‘stress’ governed by
an elliptic partial differential equation which, again, is nonlinearly coupled.

It is important to realise that at present, in the absence of a ‘fundamental the-
ory’, these models have been proposed with the aim of developing a mathematical
formalism that can capture the experimentally observed behaviour. This type of
experimental mathematics requires numerical solution and so, with that motiva-
tion, our goal here is to give fully discrete formulations and derive a prior: stability
and error estimates. First we review Edwards’ model and then we pose it in a form
more suited for our purpose.

The model proposed by Edwards in [6] for the concentration, C, and pseu-
dostress, O, takes the form,

(1) Cr = DCyy + MOy,
(2) _(ﬁ(c)_lgy)y + ﬁ(C)@ =nC — xCy,

with D, M, n and s constant with the first three positive and the last non-negative.
Edwards considers this problem on an unbounded domain, but if we restrict to

(a,b) C R, the pseudostress is given in [6] by,

1 b
B 0t =3 [ HCW.0.000 e ) v

a

with f(C,Cy) == —nC + vC, for n > 0, v > 0 and B(R) > 0. In this 71,
the dependence length, represents the radius of the smallest sphere, centred at z,
that contains a typical polymer chain passing through z. Since these chains will
be entangled in a random spaghetti-like manner ‘holes’ or ‘pockets’ are formed
at their intersections and these provide sites for the penetrant’s molecules. The
ability of such a molecule to diffuse then depends on the strength (density) of
the entanglement, 37!, which in turn is influenced by the degree of penetrant
saturation. Indeed the key ingredient in this model is the observation that, due
to swelling, 57! in the saturated rubber phase is expected to be much larger than
B~ in the drier and more crystalline glassy phase. We will return to this below,
but note that it is this effect that generates the nonlinear coupling. The spatial
nonlocality arises because a ‘path of holes’ needs to be formed for the penetrant

molecule to move, but we expect the entanglment density far from the molecule to
have less influence than that nearby—hence the decay built in to ().

/yy B(C(z,t))d=

/
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Although it is not necessary to non-dimensionalise this problem it is convenient
to simplify it by scaling out some unneccessary parameters. Setting, Gy := /n/D,
x = Boy, t = n7, u = nC and o = (O, with the definitions, y(u) = B(C)/Po,
v = fox/n and E = SyM, and then generalising to many space dimensions (since
there is no reason not to), we arrive at our model problem.

Let Q C R? (d = 1,2,3) be a bounded (polygonal or polyhedral for d = 2 or 3)
domain and I := (0,7 a finite time interval. We consider the degenerate problem:
find v and o such that,

(4) uy = Viu + EVZio

(5) ~V - y(u) " 'Vo+v(u)o =u—v - Vu,

for E > 0 and v(R) > 0. We assume initial and boundary data as follows,
(6) u(z,0) = a(x) in Q,

(7) f-V(u+ Eo) = \u’ — u) on 'y,

(8) u=0 on 0N\ Ty,

9) f-y(u) Vo +o=0 on 'y,

(10) o=0 on 9N\ Ty,

where T',, C 0 and T', C 00 are time independent (and possibly empty), A is a
positive constant, % and u” are given functions and 7 is (a.e.) the unit outward
normal to 0f).

Although Edward’s model was posed on the whole of R we have had to restrict to
a bounded domain because we want to consider numerical approximations. There-
fore we have had to introduce some relevant boundary conditions. To motivate
them notice that if we partially differentiate (B once with respect to y we can de-
rive boundary conditions of Robin type. Specifically, if 9/0n denotes the ‘outward’
derivative (i.e. 3/0n =9/dy if y =b and 9/dn = —0/0y if y = a), then,

%Z—S +0=0 on the boundary.
This motivates ([@), and if we (distributionally) differentiate again we arrive at
([2)—which we consider in the form (&).

Edwards takes v to be a piecewise constant idealisation but, to avoid the ensuing
numerical difficulties as well as to recognise that the rubber-glass transition is in
practice likely to be more nebulous, we follow (in inverted form) the model given
in [4] and use the ‘smooth step function’,

(11) () = <’YGJ2r’YR> n (’YG 2’)’3) tanh (’u Auc) .

Here A is the width of the transition region around the critical concentration .,
and 0 < v < ¢ where the subscripts refer to the rubber and glass ‘phases’ (note
that this is not a misprint, even though 0 < v < vg in [M]).

This article is organised as follows. The weak formulation of the problem and
a basic stability estimate is given in Section 2] and with that estimate we will see
that the main difficulty with this problem is not due to the nonlinearity but to v.
In fact all of our estimates contain conditions that are related to this term. The
numerical schemes are given in Section Bl We concentrate on the implicit Euler
and Crank-Nicolson methods, each linearised by extrapolation from previous time
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levels. The advantage of this is a simpler implementation as well as easier-to-prove
well-posedness results for the discrete problems (see Prop. Bl below). Unlike in
[10] 2] (where there was a o} term) we have to make a special effort at the first time
step for the Crank-Nicolson method in order to preserve its second-order temporal
accuracy. These linearised discretisations are examples of what Lowrie in [9] calls
‘lagged’ schemes.

The error estimates are contained in Subsections .1 and of Section @, and
some numerical results are given in Section Bl We conclude in Section [6] with some
observations relating to this material as well as to its potential for extension to the
model in [7] where ‘preferred directions’ were eliminated.

The notation we use is fairly standard and is introduced as it is needed. For
clarity, we sometimes use an overdot for time derivatives, 1 = u; etc.

2. Weak formulation and preliminaries

Recalling Green’s theorem in the form,

(12) —/vV-FdQ:—j{ vF-ﬂdI‘—i—/VU-FdQ,
Q o9 Q
we arrive at the following weak formulation of the problem ), @) with (@), (@),
®), @), @A) as: find (u,0): I — V,, x V, such that,
(ut(t),v) + (Vu(t), Vo) + (EVa(t), Vv) + (Au(t),v)r

u

(13) = ()\ub(t),v)ru Yv € Vi,

(Y(w)"'Va(t), Vw) + (v(u)o(t), w) + (o(t), w)r,
(14) — (u(t),w) + (v Vu(t),w) =0 Yw e V,,
where,

Vi:={ve H(Q): v=00n 00\ T,},
Vo ={ve H(Q):v=00n0Q\T,},

and also: (-,-) denotes the Lo(Q) inner product; (-, )r the Lo(T") inner product;
and the dependence of u, o etc. on x € €1 is suppressed.

Our basic assumptions on v: R — R are that there exist constants, ¥, 4 and C;
such that,

(15) 0<¥<y(x) <y and ()| <C,  VzeR,

so that we also have, 0 < 47! < y(x)~! < 47! for all z € R. Moreover, it then
easily follows from the relationship,

() = () = / 7 (50 + (1 — s)w) ds (v —w),

that
(16) () = v(W)llz, ) < Cllv—wllz, @
for all v,w € L,(9Q) and for any p > 1.
In what follows, || - || x will always denote the norm on the Banach space X. For
simplicity, when X = H"(Q) we abbreviate || - ||gr) to | - ||, and || - || g~y to

- lrr-
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From [I, Thm. 6.3.14 & Exmpl. 6.3.16] for example, we have for 9 Lipschitz,
[olly < C(IVollo +lvllz @) Yoe HY(Q)

and for any non-empty (i.e. meas,_1(I") > 0) open or closed subset I' C 9.

It follows that (|[V - |12+ - ||%2(F))1/2 is a norm on V;, (resp. V) equivalent to
[I]l1 in the case T' =T, (resp. I’ =T',). Also, by the Poincaré-Friedrich’s inequality
this equivalence continues to hold even if I' = & so long as v = 0 on 9Q (which
applies to our set-up).

The next step is to give a basic stability estimate. The method of proof will
be used for the stability of the discrete problems in Prop. 2l and also for the error
estimates later in TheoremsBand[2l First, for use here and later we recall Young’s
inequality,

(17) abga—erﬂ VYa,b>0, Ve>0

peP g
and 1 < p,q < oo such that p~! + ¢~
theorem, (I2),

(18) (v-Vu,o) = j{ ouv - ndl — (u,v - Vo)
r,nT,

1 = 1. And second, we obtain from Green’s

for all u € V;, and o € V,,. Now and later we use || - ||g to denote the usual 2-norm
on R? so that ||z|g = /(2% + - + 22).

Proposition 1 (basic stability). If at least one of the following conditions holds,

2 /5 2 2\
Wr=0 ®le< 2T @rar=s ©)vls< 22,

then there is a constant C' > 0 such that,

/ <|v<u>1/2w<s>||8 ) o2 + |a<s>||8,ra) ds

t t
+|\U(t)|\3+/0 (”VU(S)HSJF||U(5)|3,ru> ds <CII’FLIIS+0/O 1 (8)II3 ., ds,

forallt e 1.

Proof. First note that if we can show that

(19) %IIU(UII% V@)l + lu®F r, + Iy ()" 2Va (0)]

+ @25 + o5 r, < Cl’ O 1, + Cllu®)]3,
then the result is implied by Gronwall’s inequality. So all we need to do is derive
(@9) for each of conditions (A), (B), (C) and (D).

First we choose v = 2u(t) € V,, in (I3)) and, for some p > 0 to be specified later,
choose w = po(t) € V, in ([4). Adding the results gives,

d
Zu@IIE + 20 Vu@)lI§ + 2 |u(?)]

+ (@) 2o @)F + pllo(?)]

S, + plly(w) 2o ()3

o, = 20’ (1), u()r, + p(u(t), o(t))
—2E(Vo(t),Vu(t)) — p(v - Vu(t), o(t)).
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We number the terms on the right as one, two, three and four and apply Young’s

inequality, (), to the first three with e subscripted by the number of the term.
This results in,

0) 1 + (2= 222 ) vuol + (2 2 ) Ao,
+ (1= 2 )@ Vel + (1 - 9) () 2o O3 + o (®) .,

<@ @)l r, + 5z Ilu®]§ + ul@ - Vu(t),o (1))

QW
Assuming condition (A) we now need only choose €; = €3 = 1 and any u > E%4/2.
This ensures that we can find €3 > 0 satisfying 1 — 1/e3 > 0 and 2 — e3E%4/u > 0

and we arrive at a form of (I9). This completes the proof under condition (A).
Now assume that condition (B) holds and note that,

(- e, 0] < A2 oo + L) 2o o),

Using this in (20)) gives,

d 3By pullv|3
g+ (2= 922 - A oy 4 (2 RO

2e4%y
+ (1= 2 ) i@ Yo+ (1- 2 - 5 bt )1/%<t>|\3
o, < edlw’ e, + 5 lu)]

We choose €1 = 1 and €4 € (0,2) such that condition (B) implies €57 > E?4|[v| 2.
Also, setting e3 =1 —€4/2 > 0 we have 1 — €3/2 — €4/2 =1/2 — €4/4 > 0 and then
selecting pu = 2¥e4/||v||2 we find that,

(49es — pllv||3)p yei
299 E%€4 YE?|vI3

s> L

It is now clear that we can find €3 satisfying 1 < e3 < (4%e4 — pl|v||2) /257 E?eq
and so it follows that 1 — 1/e3 > 0 and 2 — e3E%y/p — p||lv[|z/2%es > 0 and we
arrive again at the form (I9).

For conditions (C) and (D) we return again to ([20) but this time using ([I8]) to
get,

Sl|v||Ap deqpt
- V), o)) < L oz o, + Lo (o)

1AV |3 1 _
+ TEHu(t)H% + §H7(u) 290 (t)|3,
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where we understand that § = 0 if condition (C) holds and § = 1 otherwise. The
result is,

d e3E?4 A S||v|Ew
Sl + (2= 222 ) pwueig + (2a- 2 - LA e,

264
1 ~1/2 2 _& 1/2 2
+(2€)uww> Vol + (1= 2) ullh(w) 2o )3
Ses po, v
#(1- %) Wlo®lBr, < Nl @le, + (5 + 02 ) puoi

Now, for condition (C) we need only choose ¢; = e = 1 and u > E?4 so that
we can find an e3 satisfying 2 < e3 < 2u/E?45. We then have 1/2 — 1/e3 > 0 and
2 — e3E%4/p > 0 and, again, we arrive at (IJ).

Finally, condition (D) has 6 = 1 and implies that 4E? < e\/||v||% for some
e € (0,8) so choosing €3 =1 and €; > 0 so that 2XA — A\/e; = €A/4 we can choose p
satisfying YE? < p < e)\/||v||2 and, therefore, find e4 such that, 2u||v||2 /e < 4 <
2. These then imply that 1 —e4/2 > 0 and 2\ — M/e1 — pl[v||2/2€4 > 0.

Also, since ¥E% < p we can find an e3 satisfying 2 < €3 < 2u/9E? and this
results in 1/2 — 1/e3 > 0 and 2 — e39E? /i > 0. Once again we arrive at the form
(@) and this concludes the proof of the lemma under all four conditions. O

We close this section with a comment on the four conditions given in Prop. [l
since versions of them will appear later as well. We can see from (B that v controls
the degree to which the psuedostress is driven by the concentration gradient (flux)
as opposed to the level of concentration. Condition (A) therefore refers to cases
where ¢ is not flux-driven. Condition (C) is self-explanatory and conditions (B)
and (D) place limits of the magnitude of the convective influence exerted by Vu in
a manner not unlike that of standard approaches to convection-diffusion problems.
Which one of (B) and (D) is more useful will depend on the problem at hand. For
example, if in ([7]) we assume near-perfect insulation on T';, then we can take \ as
small as we please and (D) tends (A). On the other hand (B) and (D) both reveal
that as the magnitude of influence of o on u is decreased through making F smaller,
then the effect of v - Vu can be larger (and wvice versa). This seems reasonable.

3. The numerical schemes

As usual we define finite dimensional subspaces V. C V,, and V! C V, where
each of V" and V" is built with piecewise polynomials of degree r > 1 using the
same member of a non-degenerate and quasi-uniform family, {7}, of subdivisions
of Q. Also, for N € N we define the time step k := T/N and set t; = ik. In general,
we write v; := v(¢;) and in particular we write the approximate solution to (I3)
and () as u? =~ u(t;) and ol ~ o(t,).

We study two schemes, the first is an implicit Euler method and the second
a Crank-Nicolson method. Both are linear. The linearisation is achieved for the
Euler method by evaluating the nonlinearity at the previous (in time) solution,
while for the Crank-Nicolson method we extrapolate linearly from the previous two
time levels. This needs a starting value and for this the Euler method is used in a
predictor-corrector fashion.
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The notation used for the time discretisation is:

Vi — Vi— 3 1
at’l)i = le g;"v = 57}1'7175'1}1'727
i i— t; ti_ t;) — v(ti—
b = H#’ Ay = Ut(z)+2vt( ) u(t) kv( 1)7

for i € {1,2,..., N} and where v_; will be defined appropriately below. In terms
of deriving estimates related to these operators, notice that A; is related to the
trapezium rule, whereas &; is a linear extrapolation of v to its value at the midpoint
ti—1/2-

The discrete schemes are defined by: for i = 1,2,..., N in turn, find (u?,oh) €
VI x VI such that,

for the implicit Euler scheme:

(atu?, v) + (Vuf, Vo) + (EVU?, Vo) + ()\u?, v)r,

(21) = (\u,v)p, YoeVh
(V(U’?—l)ilvazha VU}) + (7(“’?—1)0‘?7“}) + (Ufﬂﬂ)ra
(22) —(uf,w)Jr(V-Vuf,w):O VwEVUh,

or for the Crank-Nicolson scheme

(Dyul,v) + (Val, Vo) + (EVa!, Vo) + (\al, v)r,

(23) = (\a,v)p, YoeVh

(V(Eu")IVal, V) + (v(&u")al, w) + (3], w)r,
(24) — (@l w)+ (v -Val,w)=0 Ywe V]
(25) ul | = 2uf —ah

with, in both cases,
(26) (u(Gva) = (i, v) Vv e Vuhv

and 47 is given by the first step of the implicit Euler method. Note that in the
above, for the sake of clarity later on, we do not attempt to distinguish u?? between
the schemes (like, say, ul® and u$™). It will always be clear in the sequel which
scheme is being discussed.

We notice that these equations are coupled but linear, and that the starting
condition for the Crank-Nicolson method is easy to implement. We also note that
for the Crank-Nicolson method only the 6! and not the o are needed. A variant
Crank-Nicolson method could easily be constructed whereby a stationary problem
is solved for o} at t = 0 (using 1) and then the subsequent o? o4, ...are solved
for.

The first goal is to derive stability estimates.

Proposition 2 (basic discrete stability). If at least one of the following condi-
tions holds,

2 [2)
] (C) FuﬂFUZQ; (D) HV||]E< E >

(A)v=0,  (B)|v]s< = -

E

S
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then there are constants k > 0 and C > 0 such that fork < k,

J
a1+ (IIVU?II?) 13, + (i) =2 Va3

i=1

J
- b
+ v (uiy) 2o 15 + ||o-zh||(2),FU> < Cllalg +Ck Y Il llE .,

i=1

for the implicit Fuler method and,

||uh||o+kz <||Vuh||o+ @} 13,r, + [V (&u") =2 Val 3
i=1

J
o —b
+ Iy (&™) P G+ el 15, ) < Clilg+Ck Y@l .,
i=1

for the Crank-Nicolson method. FEach of these holds for every j € {1,2,...,N}.

Proof. Choose v = 2kul € V! in (ZI)) and, for some p > 0 to be specified later,
w = pkol € V1 in @2) and add to get,

kO |u I + K21 Opul (|5 + 2k [Vl |I§ + 2kA[ul 13 r,
+ ||y (uiy)TEV O[S + pkl|y (i) 2ol |G+ koM G,
= 2kN(ul, ul)p, + pk(ul, o) — 2kE(Vol, Vult) — pk(v - Vul, o),

where we used the identity 2k(dyw;, w;) = kO|w;||3 + k*||0yw;||2. Summing over
i=1,2,...,7 then gives,

i i i
I3 + 2k Y [IVuflig + 263 Y llufllf r, + K [0l 13

=1 i=1 =1
J J J
+pk Y Iy (ufo )TVl + kY v (uf ) Pl |G+ ek Y ot 1B,
= =1 =1
7||u0||0+2mz )T, +ukz
i=1
J
- 2kEZ(vaf, Vul) = pk» (v Vul',ol).
i=1 =1

Labelling the terms on the right as 0, 1,...,4 we apply Young’s inequality to each
with, when necessary, an e subscipted with the term’s label and also note that
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lubllo < |li]|o to obtain,

ku e3E?4 1 J
(1= 52 )l + (2- )kauhno (2 ) A Ml B,
i=1
J
1 —
RS ol + (1 A MR T
i i=1

J
(1__),@% D23+ Y Kol

i=1

< [lafg + 61>\Z Bllug3.r, + 5o Zkl\uhl\o + NZ k(v - Vui, o).

i=1

The remainder of the proof consists in using Young’s inequality on the last term and
tailoring the estimates to conditions (A), (B), (C) or (D). The method is similar
to that in Prop. [Il and identical (except that k is different) to this proof for the
Crank-Nicolson method (see ([28]) below), full details of which now follow.

First we note that if we can derive an inequality of the form,

i
(27) k) <||Vﬂ?||3 + @5 r, + V(&) TV + (&™) 2 I
=1

j—1
+ llo; (2)FU>+|U?|0 CI\UoIIo+CkZI\u il

i=1 =0

then the result follows from (28] and the discrete Gronwall lemma.
Towards this end we choose v = 2ul! € V' in [Z3) and w = pa!* € V! in ([24),
for some p > 0 to be specified later, and add the results to get,

Ocllulllf + 21V al 1§ + 2@l |3 r, + pllv(Eu") "2V + pllv (&™) 251 G
+ullat g r, = 2M@ al)r, + par,of) — 2B(Va}, Vi) — u(v - Vay, o7).

We number the terms on the right as one, two, three and four and apply Young’s
inequality, (), to the first three with e subscripted by the number of the term.
Multiplying the result by k, summing over ¢ = 1,2, ..., j and noting that,

j—1
I
E ki@ hl\o\ 5 |h||0 %QE k13
i=0

2"}’62
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then results in,

(28) ( ’W)||u’?||2+(2—@)§k|w}||2
4;)/62 7 110 L i 110

i=1

1 J B 1 4 _ _
+ (2 - E) AZkHumg,Fu + (1 - g) quHv(@‘%u”) YEvat

+(1-2) uzkm (S35 + 3 KR

i=1

I
LS b+ Y Mt vl )
=0 i=1

and the proof for conditions (A) and (B) follows in exactly the same way as for the
proof of Prop. [[l except that we now also have to insist that k < k := 45e3/p.
For conditions (C) and (D) we use (I8) and Young’s inequality to get,

< luglls + EMZ klla;l3
i=1

deqpt
2

2 2
EAMIE a2 4 2 () /200,

oplvll
264

plv - vai o) < [ e LAl

+

where we understand that 6 = 0 for condition (C) and 5 = 1 for condition (D).
Noting that,

PAIVIE = e HAIPIRE | e BAIVIR S e
Tzk”uz 6 < TH%”OJF 9 ZkHuiHm
=1 1=0

we incorporate these into (28) and get,

kp  pA|v|2k 3B ]
@) (1- g - R g 4 > kvl
Ll
2\ — — k
+< = Z |l
2 1/25h 2 4 _4
b (1= 2) 3 bl 2ot + ( ‘

=1

! —b 2 H N’3’||V||12E - hy2

I R o e DOL I
i=1 i=0

klly () T2V

koI5 r, < lluglls

5
2>

For condition (C) we have § = 0 in (29) and we can choose €1, €2 and €3 the
same as in the proof of Prop. [l Noting that
kp  pAlviEk
4;}/62 4

4y
(1 + 47 I8) B4
we can obtain a value for k and we once again find ourselves at (27).

For condition (D) we use exactly the same choices as in the proof for condition
(D) of Prop. Ml and require k bounded in the same way as for condition (C) above.

1—

>0 is guaranteed if k<
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This again gets us back to (1) and completes the proof for all four conditions
for the Crank-Nicolson method. The proof for the implicit Euler method makes
essentially the same choices in Young’s inequality, but uses a different k. (I

Prop. Blalso provides a uniqueness result for the discrete solution and so (due to
the ‘linearised nonlinearities’) we can infer existence as well.

Corollary 3. The discrete solution exists and is unique.

4. Error estimates

We begin by recalling some standard results. From, for example, [3, Thm. (4.8.7),
Cor. (4.8.9)], we have with V' =V, or V' =V, that if v € VNW(2), for 0 < s < 7+1
and 1 < p < oo, then there exists a map 7: W;(Q) — Vh for Vi = VIor Vh = VI
such that,
(30) [v=mollwn) < CR 7 "olwsa), for 0 < n < s,
(31) [mollws@) < Clolws),
where | - [yrs () denotes the semi-norm.

We define the elliptic projection, see [13], of u as u* € Vuh where,

(32) (V(u* —u), Vv) + AMu* —u,v)r, =0 Yo € VI,
and define also o* := 7o € V. Setting:
P o= ul —ut(t), §(t) = u(t) —u(t),
G o= ol —or(t), ) = o(t) —o*(t),

we have ul' — u(t;) = ; — £(t;) and ol — o(t;) = ¢; — I(¢;), and it follows by the

.

approximation estimates above and standard techniques that,
(33) IVEDIE+AMEDFr, < Ch¥ a2y
(34) IVE@IF + A& ler, < CRMlu(t)llF

(where we noted that ([B2) can be partially differentiated with respect to t).
The main goal is to estimate ¥; and (; in terms of £ and 4. For this we need the
following estimates.

Lemma 4. For p=1 or p =2 we have for each i € {1,2,...} that,
10115 < kp_3||§t||2Lp(t,,,1,ti;L2(Q)) < Ch%kp_3||Ut||%p(ti,l,ti;Hv-H(Q))

whenever uy € Ly(ti—1,t;; H™TH(Q)).

Proof. After noting first that,

2
1 t; 1 t;
”%”3<<z / ||§s(5)||0d5) <i | el

tia ti1
the results follow from (30), (33) and (34). O
Lemma 5. Whenever v has the indicated regularity we have,
lve(ti) — Orvillo < NveellLy by tisL2 ()5
1Aivllo < CE ot Loty o)
lvicije = Tillo < CE?vetll Locts v 552209
[vicij2 — Evllo < CEY?|lviell Lot atirjmiLa())s
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forie {1,2,...} except for the last where i =1 is disallowed.

Proof. These follow from Taylor’s theorem with integral remainder. O

The proof of the error estimates will follow in much the same way as the proof of
the stability estimates given earlier except that there are more terms to deal with.

4.1. Error bound for the implicit Euler method. Our goal in this section
is an a priori error bound for the implicit Euler method. Since this is used as a
starting solution for the Crank-Nicolson method we need to be careful in tracking
the u and o dependencies of the ‘constants’. Indeed, Corollary [ relies on being
able to modify these constants and is also the key to obtaining an optimal order of
k for the Crank-Nicolson method.

We begin by estimating the error in the nonlinear terms.

Lemma 6 (‘nonlinearity error’). There is a constant, C' > 0, independent of u, o,
h and k such that,

|(y(wi) ™ Vo — (i) Voy, V) + (Y(wi)oi — y(uf'y)of, G|
1 _ 1
< s— I (uf- ) TPVGIE 4+ 5=l ) PG
2€4 2ep
+ (€a + eB)Ck||U||2Loo(t7,,1,ti;Wolo(Q))HutH%Q(ti,l,ti;Lg(Q)) + (ea+€e)C|041
+(ea+en)Clloll?_ iy romwr @y lléi-1ll3
+(ea+e)Cllall_ s eowa oy lvi-all3,
for alli e {1,2,...,N} and for all ea, eg > 0.

Proof. We have by the Cauchy-Schwarz inequality that,

|(V(wi) Vo = y(uiy) " Vo7, VG) + (v(ui)oi = 1(uiq)o7, G)]
<AV (uiog) T2V Gllo NIy (ui) ™ Vo =5 (ul_y) T Vo7 lo
+3 72y (=) 2 Gllo I (ui)os — v(uiy)o; lo.
Dealing first with the last term on the right we have,

Iy (ui)oi =y (ui-1)o7 o < [1(v(ws) = (ui-1))oillo

(v (wiz1) = (ui_1))aillo + 1y (ui1) (@i = 7)o,
< C’/ykl/QHUiHLoo(Q)HutHLz(tifl,ti;Lz(Q)) + ,AYHQ%HO
+ Clloill L@ l§i-1llo + Clloill L@ 1¥i-1llo;

where we noted that |Ju; — u;—1]jo < k1/2H’U/t”L2(ti71’ti;L2(Q)).
For the first term on the right the procedure is similar but we begin by first
removing the denominators,

Iy (ui) " Voy = y(u )T Voillo < Iy (ui 1) Vi = y(ui) Vo |-
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Then, almost as before,

Iy (wi1)Voi = 4(w) Vo llo < |(v(uf_y) = (ui-1)) Vel
+ [[(v(uwi-1) = v(wi))Vaillo + [v(ui) (Vo — Va7)llo
< CLEY2|Voill @ el Lottt pae)) + 31 Villo
+ C Vil Lo @lléi-1llo + C4 IV oil| Lo @) l1¥i-1lo-

The proof is then completed by merging these and then using Young’s inequality
along with obvious estimates. (I

The next lemma deals with most of the technical details in deriving the error
bound.

Lemma 7. For j=1,2,..., N we have for the implicit Euler method that,

J
12 1|12 112 12
s 1318 + 263 (Il + Al + llwsl}

=1

J
me:Qhw?n1”V@%+nw¢uﬂ”@%+nm@m>
=1

j—1

< Cuh* + Oy k% + Ck”o—”%w(o,tj;wolc(ﬁ)) Z 315
i=0

J J J
+ARE Y (VG V)| + 2pk Y (s, G| + 20k Y |(v - Vi, G,

i=1 i=1 i=1

where,
R (R T s s
+ (||U||%w(o,tj;wgo(n)) + 1>tj||U||2Loo(o,t,~;Hv~+1(Q)))
Coy < Clllol e 7 + w3
25 S Loo(0,t;;WL (2)) Ul Lo(0,t5;L2(2)) tt11 Ly (0,t5;L2(9))

for constants u, C > 0 both independent of u, o, h, k and j, and where u is arbitrary.

Proof. From (I3), (), @) and [22) we get,

(0ethi, v) + (Vabs, Vo) + M@, v)r, + (G, w)r, + (v(ury) 'V, V)
+ (Y 1)Giyw) = (4 = By, v) + (9ei,v) + (Vi 0) + E(V;, Vo)
+ A&, v)r, + (Wi, w)r, — (&, w) + (v - V&, w)
— E(V, V) + (i, w) — (v - Vb, w)
+ (Y(wi) " Vo = y(u)y) " Vo, V) + (Y(ui)os — y(ufy)o], w).
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Choosing v = 2ky; € V' and, for some p > 0, w = pk(; € V! we again use the
identity 2k(0¢0i, ;) = koy||1il|3 + k|| 0i]|3 and obtain,

kO|[illy + K2 10ubillg + 2k Vaillg + 20K (l9il13 r, + #klIGlIG r,
k| (ul )TV 4 pklly (k)G = 2k (i — Orui, i) + 2k(0:&i, i)
+ 2k(V&, V) + 2EE(V Y, V) + 2N (&, i), + uk(Yi, G)r, — pk(&i, G)
+ pk(v - V&, G) = 2kE(NV G, Vb)) + pk(i, Gi) — pk(v - Vb, G)
+ uk(Y(ui) T Vo = y(ul1) T Vol VG) + pk(y(u)os — y(u)g)oy, G-

Now: eliminate the third and fifth terms on the right using (32); sum over i =
1,2,...,J, noting from (28]) that [[1g]lo < [|ollo; number the resulting terms (with
the one just referred to as first) on the right as I, 11, ... and use the following
estimates. For I, IT and I1I, using [B3), (34) with Lemmas [ and B we have,

[+ 11+ I11] < CR*"|[il[7 41 + e3CR*" [l 0,4, 1741 00

1 1
+ €2k2||utt||%1(o,tj;L2(Q)) + (a + g) [ax. l[ill3,

and for IV and V,

2k pk .
IV + V] < ZHV%HO 2—Z||Cz||or + (ea + €5)Ct;h? ||0||Loo(0tJ,HT+1(Q))
i=1 =1

For VI and VII we have,

uk  uk
vrvin < (4 + 2—) S (a2 e OBl s .
=1
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and so with these, Lemma [6] and the fact that the right-hand side that results is
non-decreasing, we arrive at,

1 1
(1 _ g — g) (lrga<x ||'¢]||0) + 2 (1 — —) k’z ||vwz||0 + 2)\kz ”wz”O T

=1
1 J 1 y
2 h —1/2 2
# (1) el (15 ) e }1:1: Il )2V
P CTRE ukfjnv(uh >1/2c||2+§j:k2||a 2
2¢g  2¢7  2ep P i-1 ¢110 — ¢rello

< Ch*" <||ﬂ||f+1 + (€6 + 67)tj||U||%m(o,tj;Hr+1(Q)) + €3||ut||%1(0,tj;HT+1(Q))
+ (€1 + 65)tj”U”%x(o,tj;HT‘H(Q)) + (ea +€B)t; ||0||2Loo(o,t,~;m+1(9))
T R O L AT L AR

+ K <€2||utt||%1(0,tj;L2(Q) + (€a + 6B)CHUH%M(o,tj;WOIC(Q)) ||ut||%2(o,tj;1:2(ﬂ))>

j—1

+ (ea+eB)CEloll7 0.0, w1 () > llwillg
i=0
+2kEZ| Véi, Vi) |+ukZ| i, Gi) |+ukZ| Vi, G-
= =1 =1
To complete the proof we choose e = €3 =4, €4 =2, €5 = €4 = 1 and g = ¢7 =
ep = 3, and then multiply the resulting inequality by two. (I

We can now state the error estimate.

Theorem 8 (error bound: implicit Euler). Assume that in (B we have 4 €
H™ Q) and also that u € V,, N W(I; H1(Q)) N WE(I; Ly(Q)) and o € V, N
Loo(I; HTH(Q) N WL (Q)) in @3) and @A) then, if at least one of the following
conditions holds,

1[5 1 /A
A)v=0; (B o r.NT,=2: (D ]2
(A)v=0; (B)|v|e< 2E\/;’ (C)Tun (D) |lv[le < £\ 23

there is a constant k > 0 such that whenever k < l;:,

7
1 3
(kz (gnvff(ti) Vol |E + Allo(ts) — o IE + llo(t) a?na,n,))
=1
J 1/2
(kz (I7uts) = Vull|3 + llu(ts) - ul] %m))
=1

1/2 1/2
+lults) —ulllo < O + Gk

This holds for each j € {1,2,...,N} and the C;; are, up to a multiplicative con-
stant, those given in Lemma [0

1/2
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Proof. We use Lemma [1 and follow a similar path as for Props. [l and 2l First,
using the estimate,

J J de17E%k 2,uk
ARE Y " |(VG, V)| + 20k > [(Giyhi)| < . Z Vi |2 + Z lls12
=1 =1 =1

J

wk _ 62,uk

S Il )PVl + > lntet )6l
i=1

i=1

for all €1, €2 > 0, in Lemma [ we obtain,

2uk 2,92
( 657>||7/}J”0+2k< a1y >Z“W1”0+2“ZH%

I

1 J _ €
+ pk (1 - a) > Il ) TG + k(1 - 2) S 2GR
=1 =1

u

j
+pk Y NIGIG r, < CLgh® + Co ik

i=1

2p
+ (oI oy me o + - )kaznowukD T 6.

Now, if condition (A) holds then we choose €1 = 2, €2 = 1 and any u > 49E? to
get for some k > 0 that,

J
> (Hv(u?l)-lﬂw% It )2 R + G2
=1

+llsle + kD (IIVWI?) + |¢i||(2),ru> < Cih® + Cok® + Ck Y|l
i=1 =0

where the ‘generic constant’ in the C;; from Lemma [7] has been adjusted. An
application of Gronwall’s lemma and a further adjustment of these constants then

produces,

J
AR>S (nw% n win%ﬂ) < Oy H2T 1 Co k2,
=1

i
(35) kY (IIV(U?l)_l/QVCiI3+ Iy ()2 Gillg + 11Gillg

Now, if v # 0 then we can estimate,

2 €4t
2pl(v - Vi, G)| < — 2IIW-H3+4 Iy (wi_) 3Gl




18 SIMON SHAW

and then get,

m
1) < B
+ pk (1 - a) > Il )26 + ik (1- 2 - 5) Z Iyt ) 2613
=1

j —
2
+ kY GG, < Cih™ +Coyk® + (CIUIiwm,tﬁWOlc(m) + eﬂ) ZkHwiH%-
=1 =0

2uk 20762 v & !
(1= 22 oyl + 20 1 ) SV 20 3 e,
=1 ]

If condition (B) holds then we select 1 = ¥e4/2[|v||2 and then we can force,

269E% plvlE _ 1 (%4 - SEWEQIVII]%)

0<1-— - ™
% €4y 2 Yéa

with some €; > 1 because condition (B) implies an e4 € (0, 2) such that 89E?||v||% <
€47. Since we then have 1 — 1/¢; > 0 and we can set ea = 1 — €4/2 we can again

determine some k > 0 and arrive at a form of B5) with adjusted constants.
For condition (C) or (D) we begin with,

€45M

2u| (v - Vb, )| <

lo.r, + 1Gll3

5 0 -
+ 2u7||V||E||1/fi|\o + §H7(uz}l1) V2GS,

2001, 1o
s

where § = 0 for condition (C) and § =1 for (D). This yields,

2k 2617 E? :
(1 22— uno ) ol + 20 (1= 2925 37 o

i=1

oulvlI3 ¥ > '
92 _ A E .
- k:()\ - §4 il

(1 - i) XJI Iy (ui_y) =2V 613
2 €1 . Y 7—1 2110
1)
i (1-2) 2 a2 18 + (1~ Ei) Z G,
Jj—1
)kao
1=0

For condition (C) we have § = 0 and so we take ez = 1 and some pu > 49E? so
that there exists an €; satisfying 2 < e; < u/29E?%. Once again, for some k>0 we
arrive at a form of (B5)).

Finally, in this part of the proof, for condition (D) we have § = 1 and we
take €1, €2 and p as for (C). (D) itself implies that we can select p satisfying
44E? < p < 2)\||v||z? which, in turn, implies an €4 satisfying, p||v|2/\ < es < 2.
Therefore, 1 — e4/2 > 0 and X\ — p|[v||2/es > 0 and we have proven that a form of
([35) holds under all four conditions with, in each case, some appropriately chosen
k > 0 and a minor scaling adjustment to the ‘generic constant’ in the C; ;.

< Cuh™ + Co ik + (C|U|%w(o,tj;wgo(n))
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Lastly, for £ and 9 we have,

J
13 + &> (V&3 + g3 r.)
i=1
J
5 Y (o) V003 + I ) V20013 + 19:03 1, )
i=1

< ChQT((l + tj)||u||2Loo(o,tj;Hr+1(Q)) + tj||0||2Loo(o,tj;HT+1(Q)))a

and the proof is completed by invoking the triangle inequality and the simple fact
that n=1/2(zy 4+ - +2,) < (@2 + -+ 22)Y2 < 21 + - + 2, (each z, non-
negative). O

Finally in this section we need a corollary for the error at the first time step

(recall (23))).

Corollary 9 (to Theorem[ ). Assuming further that u|(o ) € Vi, NH?(0, k; Ly ()
we have for the first step error in the Fuler method that,

lu(k) = ufllo < Cie(h” + k'),
for a constant, Cic > 0, independent of h and k.

Proof. Tt is necessary only to note that,

k
| 1 it < Kl o
and,
k
[ @l de < 172 a0
0
and then to adjust the constant Cs 1 in the j = 1 case of Theorem B O

4.2. Error bound for the Crank-Nicolson method. This material parallels
the previous subsection except that we are not so careful about carrying through
the dependencies of the constants on v and o. The first result deals with estimating
the error in the nonlinear terms.

Lemma 10 (‘nonlinearity error’). Assuming ([I3) we have for a constant u > 0,

o Z (OO0, (6" Vo7 VG ) + (B10), — (6"t )

J

_ 1 _
< M’fz ( Iy (Eu™) "2V GG + EHV(@U}I)WQ@)

j
+(eaten)C <|U|%x(07tj;wolo(ﬂ)) > kllui1yz — Su g+ tthT||U||%m(0,tj;HT+1(Q))>

=1
+ (ea+e)Ck! (llatt||%2(0,tj;H1(Q)) (v (@))etlZ 50,8009
1) V)l 00y 20

for alleqg >0 and eg > 0, where C' is a constant independent of h, k, u and o.
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Proof. The proof is similar to Lemma [0l First of all we have,
1(v(w)a); = 7(&u")a7 llo < 1(v(w)o); = Y (ui-1/2)0i-1/2]l0
(v (wizay2) = ¥(Eu")aizajallo + IV(Eu") (@512 = 30) o + 1V (Eu) (@5 — 77 o,
< Ck3/2 (H(,Y(U’)U)tt||L2(ti—lgti§L2(Q)) + ,S/Ho-ttHLz(ti—lgti;L2(Q)))

+Al19:llo + CLlloi—1/2ll Lo Uiz /2 — Eu” o
by Lemmafhl Secondly, since

(VW) ~IV0); = (&) TIVET = (v (W) TTV0); = Y (uim1y2) T Vo1

+ (fy(éjuh)VJi_l/g - ’Y(ui—l/Q)V&;)a

7(“171/2)7(5;%}1)
we have,
1(y(w)~1V0), = 1(&u") "' VaF [l < [1(v(w)"1V0), = 3(ui1/2) " Vai1yalo
+ 572N (v(Eu") = y(wi—1/2))Voi—1yallo + 32V (uim1/2)V(oi—1/2 — 83)llo
+ 52 (uim/2)V (@i = 77) o,
< CK3/? (||(v(u)_IVU)tt||L2(ti,1,ti;L2(m) + ’3/’?_2||vo-tt||L2(ti—1,ti;L2(Q)))
+35 2 V0illo + CL7 2 Va1 all L @) | 6" =i sa]lo-

To complete the proof we merge these two esimates, use ([B0), multiply by uk, use
Young’s inequality and sum over ¢ = 1,2,..., 7. O

The next lemma demonstrates how the implicit Euler predictor-corrector at the
first step merges with the linear extrapolation at later steps to give the optimal
order of k for the Crank-Nicolson method.

Lemma 11 (extrapolation error). If u € H%(I; L2(Q)) N Loo(I; H™(Q)) and
€ H™(Q) then,

J j—1
kY i1 — Sl < C + k) + CE Y [l
=1 1=0

for j € {1,2,...} where C >0 is independent of h and k.
Proof. For i > 1 we have,
wiz1/e — &ullo < lui—1/2 — Siullo + [|Eillo + (| €90,

and we just need (B3) and Lemma[El For i = 1 we have &u” = 2ul} — Lu", with
ul | = 2ul — ah where 4} is the first-step solution by the implicit Euler method.

Hence,

_ 1. 1 )
ure — E1u o < fuge —tallo + Sl = ugllo + 3 llur = it lo,

. Ci
< OB |lugl| oo szatay) + OB il + =2 (b +K9/2),

2
by B3], Lemma [l and Corollary @ Squaring, merging and summing these then
completes the proof. O

We can now state the error bound.
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Theorem 12 (Crank-Nicolson: error bound). Assume that in (@) we have @ €
H™ Q) and also that uw € V, N HY(I; H™Y(Q)) N H3(I; Ly(Q)) and o € V, N
H2(I; HY(Q)) N Loo(I; H™1(Q) N WL (Q)) in (I3) and ). Assume also that
y(u)o € H?(I; Lo(Q)) and v(u)"'Vo € H?(I; L2(Q)) then, if at least one of the
following conditions holds,

1 /3 1
A =0: B —/ = Fu I—‘0' = g, D Fal 20

there is a constant k > 0 such that whenever k < l;:,

1/2

7
1
(kz (ﬂw Va2 1 Allg — 2 + o - a?napc,)>

=1
J 1/2
+ (kZ (I1va: - val| + a; - a?na,m)) T llulty) — utllo < C(R" + )
=1

for each j € {1,2,...,N}. The constant C is independent of h and k.

Proof. Form the average of ([3]) at ¢; and ¢;_; and subtract the result from (23]).
Do the same with (I4) and (24) then add the results and rearrange:
(36)  (Duti,v) + (Vbi, Vo) 4+ A(hi, v)r, + (G w)r, + (Y(&u") 7'V, V)
+ (V&M w) = (Agu,v) + (9i&i, v) + (VEi, Vo) + E(VY;, Vo)
+ A&, v)r, + (i, w)r, — (&, w) + (v - V&, w)
— B(V{;, Vo) + (Yi,w) — (v - Vb, w)
+ (W) 7IVe) = 4 (Eu") 7 Va7, V) + (1(w)o)i — v (Eu)a], w)
for all v € V2, for all w € VI and for each i € {1,2,..., N}.
Now choosing, in @36), v = 2¢; € Vuh_ and w = p(; € VI, for some p > 0 to be
specified later, and noting that 2(0y;, ;) = 04 ||vs |2, we get,
B7) Bllwall§ + 20V eall§ + 2M1llG r, + pllGllG i, + pllv(&u™) T 2VGIE
+ uly(EuM)PGNE = 2(Adu, i) + 2(0:&, W) + 2(VE;, Viby) + 2B(VY;, Vi)
+ 2X(&, ¥i)r, + p(i, G, — (&, &) + plv - VEL,G)
—2B(VG, Vi) + (i, G) — p(v - Vi, G)
+ (Y (W) 7IV0)i = (") TIVE], VE) + p((v(w)o)i — v (Eu)at, ).

The next step is to estimate the first eight terms on the right. Labelling them I,
II, ..., VIII we have III +V = 0 because of (32) and,

1 " .
[+ L4 1V 4 V4 VIT+ VI < Al + alldalld + = 19113 + 216l
1 2
E? o5 7 Ioyg €6l =
+ — VO[5 + eall VEilE + 5 19:ll5 r, + =~ 1Gill5
€4 2€6 2

s €7t x wvllE oz €l >
+ ﬁ”&”% + 7||7(<5’i“h)1/2@||c2> + ﬁll%ll% + 7||7(<9@Wh)1/2@||<2)-
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Now, use these, multiply by k, sum over i = 1,2, ..., 4, note that ||[¢»|3 = (£, %0),
use Lemmas @] Bl [0 M1 with the estimates [80) and (B3] to obtain,

J J
(1= (252) #) Wl + 2 = el LIVl 4200 3 1B,

i=1 i=1

j J
€ = 1 - -
b (1= 2) ik Gl + (1 5 ) b 3 () VG R
=1 =1

J
€7 € 1 h\1/2 7 (12
1————=—— ) uk &, i
+( 5 3 2€B)ui§=1|v(u) Gillo

11 1 11 A
<<1+—+—+—+—+—+6A+63)0h2’+(—+eA+eB)Ck4
€2 €4 €6 €7 €8 €1
j—1

+(e1+e2+€a+ GB)CkZ llill3
=0

J
# k3 (2B TE] 4 05,6l + 4l V5,6 ).
=1

Choosing €; = €5 = 1/212:, €4 =€g=€g =1, 7 =eg =1/4, eg = 2 and multiplying
through by two gives,
i)
0,0,
-1

) <O + k) + Ok Y [l

=0

J
k. (”Wé‘%uh)_mvéllﬁ + (&) PG + 1G]
i=1

7
TS (wm% A
=1

J J J
+AKE Y |(VG, V)| + 20k > |4, G)| + 20k > (v - Vb, G,
i=1 i=1 i=1
which, apart from the first term on the right, is a Crank-Nicolson analogue of
Lemma [[l The remainder of this proof can, therefore, be completed in the same
way as for the proof of Theorem [& (I

The next section gives some numerical demonstrations of these results.
5. Numerical results

In this section we use an artificial exact solution in order to demonstrate the
convergence rates claimed by Theorems [§ and [[2] and then we go on to show
the results of some numerical experiments under more demanding conditions. We
will see that although the Crank-Nicolson method is theoretically superior to the
implicit Euler method (and that this shows through in the convergence tests) it
may not be so adequate in dealing with data that generate steep travelling fronts,
such as those observed in [12] [I1].

All of the computations detailed here were carried out using version 2.24 of
Freefem++ (see www.freefem.org/ff++) in Windows XP and SuSE Gnu/Linuz
10.3, and the graphics were generated by MATLAB R2007b. In all cases we used
the unit square, @ = (0, 1)27 as the spatial domain and created a uniform mesh
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TABLE 1. Table of errors for the implicit Euler scheme illustrating
the convergence rate predicted by Theorem [ for j = N.

23

M
N 8 16 32 64 128
812.041(g.843) | 1.124(0.886) | 0.7036(0.76) | 0.5477(0.558) | 0-5011 (.43
16 | 1.9¢0.042) 1.002(4 03) 0.5569(1.01) | 0.3661(0.942) | 0.2997(0.87)
32 | 1.892(0.849) | 0-9782(0.957) | 0.5078(0.98) | 0-2834(0.974) | 0.1892(0.953)
64 | 1.8910.85) | 0.972(0.961) | 0.49320.988) | 0.2552(0.993) | 0.1429¢.98s)
128 | 1.891(g.85) | 0.9706(0.962) | 0-4894(0.99) | 0-2472(0.996) | 0-1279(0.997)
TABLE 2. Table of errors for the Crank-Nicolson scheme illustrat-
ing the convergence rate predicted by Theorem [I2] for j = N.
M
N 8 16 32 64 128
8| 0.2413(2.12) | 0.2087(; 48) | 0.2063(;.35) 0.2061 ;.34 0.2061 ;.34
16 | 0.2952(0.717) | 0.09699(;.39) | 0.06356(1.72) | 0.06079(1.76y | 0.06061 ;.77
32| 0.3353(1.58) | 0.08933(1.72) | 0.02768(1.81) | 0.01739(1.87) | 0.01653(1 gs)
64 | 0.3468(1.75) | 0.09101(;.8g) | 0.02341(1.93) | 0.00716(1.95) | 0.004472(1 96
128 | 0.3498(1.78) | 0.0917(1.92) | 0.02325(;.97) | 0.005922(; 9g) | 0.0018061.99)

of triangles by forming an M by M array of the building block XK. We also took
Ty, =T, = 09 for all the examples that follow and, unless explicitly mentioned
otherwise, we used linear finite elements for the implicit Euler calculations and
quadratic elements for the Crank-Nicolson ones.

In order to demonstrate the theoretically predicted convergence rates we add
functions f% and f* to the right hand sides of (@) and (G) and a function ¢” to
the right hand side of ([@). These, along with u” and @ are then chosen so that the
exact solutions are given by u(z,y,t) = cos(2wz) cos(3my) cos(6nt) and o(z,y,t)
cos(mx) cos(2my) cos(8nt).

The remaining data are chosenas T =1, 7v¢=9=1, 7 =7=0.1, A =2, u, =
8, E =20, v = (0.01,0.03)”, X = 3 and the uniform time step is given by k = T//N.
For these data it is readily checked that |v||g ~ 0.032 while (1/2E)\/(¥/%) =~ 0.008
and (1/E)+/(A/2¥%) = 0.061, and so the conditions of Theorems [§ and [[2 are met.

Table [[] shows the errors resulting from the implicit Euler scheme while Table
shows those for the Crank-Nicolson scheme. The errors are measured in the norm
bounded in the relevant theorem. In each of these tables the subscript shows the
order of convergence estimated by that error as compared to the error immediately
north-west (the first columns and rows are using error not shown here). The first-
order convergence of the implicit Euler scheme is evident as is the second-order
convergence of the Crank-Nicolson scheme.

On the basis of these results it seems that the Crank-Nicolson scheme is the
superior of the two but this may not be the case.

To see this we now select the data 4 =1, ¥ = 0.01, A = 0.01, u. = 4, E = 20,
v=(0,00", \=0.01,%=>5 u"=1,T =25 and take M = 32 and N = 128. We
have no exact solution here and so no f, f# or ¢* are used for these calculations.
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FIGURE 1. Snapshots for the Implicit Euler scheme.

u(x.y,t = 0.390625) a(x.yt = 0.390625) u(x,y.t =2.73438) o(x,y,t =2.73438)

FI1GURE 2. Snapshots for the Crank-Nicolson scheme.

u(x,y,t = 0.292969) a(x,y,t = 0.292969) u(x,y,t = 2.63672) o(x.y.t = 2.63672)

u(x,y,t =7.32422) o(x,y,t = 7.32422)

Figure [ shows snapshots of 4 and o at various times for the implicit Euler
method while Figure [2] shows the calculations for the Crank-Nicolson method (at
a closest mid-time). We can see that the Euler method predicts ‘umbrella shaped’
surfaces morphing smoothly into approximately flat surfaces. The Crank-Nicolson
method on the other hand predicts a grossly similar behaviour but suggests that
more detail on the surface for u actually exists. In fact, an independently-coded
calculation using the proprietary COMSOL Multiphysics finite element package
produces results that are in agreement with the Euler method and casts doubt on
the Crank-Nicolson calculation. We will return to this claim in the conclusions
section.

As a last example in this section we alter the data just given so that v = (1, —1)7
(which, given the other data, violates the conditions on ||v||g required by the error
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FIGURE 3. Snapshots for the Implicit Euler scheme.

u(x.y.t = 3.51562) o(x,y,t = 3.51562)

u(x,y.t = 0.390625)

o(x.y.t = 0.390625)

u(x,y,t = 6.64062)

TABLE 3. Table of errors for the Newton-Crank-Nicolson scheme

for j = N.
M

N 4 8 16 32 64

4| 1.051 0.5802 0.5231 0.519 0.5187

8| 04851 | 0.2413(5.19) | 0.2087(;48) | 0.2062(; 34 | 0.2061(; 53)
16 | 1.004 | 0.2948(9.719) | 0.09576(1 33) | 0.06166(1 76) | 0.0588(1.81
32 | 1163 | 0.3353(1.58) | 0.08911(; 73) | 0.02696(; g3) | 0.01623(1 gg)
64 | 1.204 | 0.3468(1 75 | 0.09099(; ss) | 0-02334(; o3) | 0.00694(1 o)

estimates) and plot the results in Figure Bl for the Euler method. We can see
that the Euler method predicts a steep front travelling smoothly across the domain
and settling to an approximately flat surface whereas the Crank-Nicolson method
gives surfaces (not shown here) that, seemingly, are again spurious. COMSOL
Multiphysics again agrees with the Euler method for this case.

6. Concluding remarks

Although the error bounds and convergence tests suggest that the extrapolated
Crank-Nicolson method is superior to the linearised implicit Euler method the
illustrations in Figures [Il and ] suggest that the Euler scheme is in fact the more
robust of the two.

To test whether or not it is the extrapolation that is the cause of this inadequacy
in the Crank-Nicolson method we implemented two other schemes. A Newton-
Crank-Nicolson (NCN) method and a predictor-corrector Crank-Nicolson (PCCN)
method. The NCN method was based upon using the Euler method to obtain a
starting value and, thereafter, the solution from the previous time step was used
as a starting value for the current time step. At each time step the equations were
iterated until the L2(£2) norm of the difference in iterates was below a tolerance of
10~* or until thirty iterations had been made.
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TABLE 4. Table of errors for the predictor-corrector Crank-
Nicolson scheme for j = N.

M
N 4 8 16 32 64
4 | 1.051 0.5799 0.5228 0.5186 0.5184
8 [ 04851 | 0.2413(5 15) | 0.2087(1.47) | 0.2062(1 54 | 0.2061(; 53)
16 | 1.004 | 0.2948(0.710) | 0-09575(; 53) | 0.06164(; 76) | 0-05877(1 s1)
32 | 1.163 | 0.3353(1.58 | 0.08911(; 75) | 0.02695(1 s3) | 0.01622(1 03
64 | 1.204 | 0.3468(1.75) | 0.09099(; s5) | 0.02334(; g3) | 0.006941 ;1 o6)
FIGURE 4. Snapshot for the NCN scheme.
u(x.y,t =2.63672) o(x,y.t = 2.63672)
> =]
y X
FIGURE 5. Snapshot for the PCCN scheme.

u(xyt = 2.63672) o(x,yt = 2.63672)

FIGURE 6. Snapshot for the ‘hi-fi” scheme.

u(xyt = 2.63367) o(x,y,t = 2.63367)

The PCCN method used at each time step the Euler method to predict a value
for ul' as 4 and then this was used to form @/ in the ~(-) terms in the usual
Crank-Nicolson scheme.

To illustrate the convergence behaviour of the NCN and PCCN methods we
choose the same data as for the previous convergence tests and give the errors in



FEM FOR NONLOCAL POLYMER DIFFUSION 27

FIGURE 7. Snapshot for the ‘hi-fi” P; scheme problem 3.

u(xy.t = 2.63367) o(xy.t = 2.63367)

Table [3] for the NCN method and in Table [ for the PCCN method. The second-
order convergence in space and time is evident and suggests that the methods are
implemented correctly. (In fact Tables 2] Bl and [ are almost indistinguishable.)

However, when we try to reproduce the solution in Figure [lwe obtain (at or near
the time ¢t = 2.73...) Figure [ for the NCN method and Figure [l for the PCCN
method. Clearly Figure [ suggests that the NCN scheme is hopeless.

To investigate this recall that Figure M is based on T = 25 and N = 128 (so
k = 0.1953125). Reducing this time step by 10 (i.e. N = 1280) still gives very poor
results beyond the first time step and in fact only when we take k£ = 0.001953125 do
we get results of the correct appearance for the first seven time steps. Unfortunately,
after t7 the solution quality degraded rapidly.

Two further investigations were also carried out. In Figure[6l we show the results
of a ‘hi-fidelity’ calculation in time where the only difference in data, from that
used to produce Figure[2 is that N = 512.

Also, as a matter of completeness, in Figure [7] we show the result of using this
same ‘hi-fi’ calculation but with linear finite elements instead of quadratics.

Obviously, Figures [l 2 @ B B and [ should, at least in the ‘eye norm’, be the
same and yet they are not. Moreover, Figures [2| 4 [, [6 and [7] are not comparable
whereas Figure [[l agrees with an independent calculation using alternative software.

In conclusion, these numerical experiments suggest that while the Crank-Nicolson
scheme is a theoretically more accurate approximation it can produce solution sur-
faces which appear to exhibit gross oscillations and smaller travelling fronts. These
features appear to be spurious and it seems as though impractically fine discretiza-
tions would be needed to eliminate them. Overall, it seems likely that the Euler
method is the more robust of the two schemes under consideration.

Of course, we should bear in mind that the Crank-Nicolson method demands
higher temporal regularity but the numerical solutions do not suggest that this is
unreasonable in the cases presented. A further investigation could be based on
so-called ‘overkill’ computations in an effort to judge whether or not the norms
required by the error bounds do in fact exist.

To close we recall that our model problem was drawn from that in [6] and, in
particular, the term vu, there gave rise to the term v - Vu in ({) and (I4). In
a later study, [7], Edwards replaced that term with vu2 in order to eliminate any
‘preferred directions’. It seems that the foregoing material could be adapted to deal
with an analogue of that replacement in the following way. If in (&) and (I4) we
replace v - Vu with x||Vul||g, for any p norm, || - ||z, on R? and some real y, then
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we would have v - Vul (resp. v - Val') replaced with x| Vul||g (resp. x||Val|g) in
22) (resp. 24)).

Focussing on the implicit Euler scheme and examining the effect on the proof
of (the resulting analogue of) Lemma [ we see that (with y = 1 for simplicity)
we would have to deal with the difference (||Vui|g,w) — (||Vu?||g,w). But with
the inverse triangle inequality (i.e. ||lalle — [|b]e | < [la — b||x for all @ and b) this
can estimated as ‘(||Vuz||]g - ||Vuf||]E,w)‘ < |IV&llollwllo+ IV llollw]lo and we can
just pick up the proof as presented earlier.

On the other hand, if we follow [7] more literally and work instead with a qua-
dratic term, x||Vu||Z say, then we can estimate with,

|(IVuillz = IV [E, w)] < (IVuill o) + 1V @) (V€0 + 1V¢ill0) lwllo

and we would need an a priori WL (Q) bound on each u! in order to proceed. We
do not pursue these models any further here, but note that the implementation for
the implicit Euler method could be simplified considerably by lagging this nonlinear
gradient term (i.e. evaluating it at the previous time step).
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