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Abstract

This work presents a method for real-time detection of secondary users at the cognitive wireless technologies base stations. Cognitive radios may hide themselves in between the primary users to avoid being charged for spectrum usage. To deal with such scenarios, a cyclostationary Fast Fourier Transform accumulation method (FAM) has been used to develop a new strategy for recognising channel users under perfect and different noise environment conditions. Channel users are tracked according to the changes in their signal parameters, such as modulation techniques. MATLAB® Simulation tool was used to run various modulation signals on channels, and the obtained spectral correlation density function shows successful recognition between secondary and primary signals. We are unaware of previous efforts to use the FAM characteristics or other detection methods to make a distinction between channel users as presented in this thesis.

A novel combination of both cognitive radio technology and ultra wideband technology is interdicted in this thesis, looking for an efficient and reliable spectrum sensing method to detect the presence of primary transmitters, and a number of spectrum-sensing techniques implemented in ultra wideband and cognitive radio component (UWB-CR) under different AWGN and fading settings environments. The sensing performance of different detectors is compared in conditions of probability of detection and miss detection curves. Simulation results show that the selection of detectors rely on the different fading scenarios, detector requirements and on a priori knowledge. Furthermore, result showed that the matched filter detection method is suitable for detecting signals through UWB-CR system under various fading channels. A general observation is that the matched filter detector outperforms the other detectors in all scenarios by an average of SNR=−20 dB in the level of probability of detection (Pd) ≥ 0.8, and the energy detector slightly outperforms the cyclostationary detector, in the level Pd ≥ 0.1 at SNR=−20 dB.

Furthermore, the thesis adapts novel detection models of cooperative and cluster cooperative wideband spectrum sensing in cognitive radio networks. In the proposed schemes, wavelet-based multi-resolution spectrum sensing and a proposed approach scheme are utilized for improving sensing performance of both models. On the other hand, cluster based cooperative spectrum sensing with soft combination Equal Gain Combination (EGC) scheme is proposed. The proposed detection models could achieve improvement of transmitter signal detection in terms of higher probability of detection and lower probability of false alarm. In the cooperative wideband spectrum sensing model, using traditional fusion rule, existing worst performance of false alarms by measurement is 78% of the sensing bands at an average SNR=5 dB; this compares with the proposed model, which is by measurement 19% false alarms of scanning spectrum at the same SNR for cluster cooperative wideband spectrum sensing. The proposed combining methods shows improvements of results with a high probability of detection (Pd) and low probability of false alarm (Pf) at an average SNR=−16 dB compared with other traditional fusion methods; this is illustrated through numerical results.
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CHAPTER 1

Introduction

1.1 Motivations

In recent decades, there has been massive increase in wireless communication systems. The usage of frequency bands, or spectrum, is strongly regulated and allocated to specific communication technologies. The enormous majority of frequency bands are allocated to licensed users, which are also steered by standards. There are several organizations working on standards for frequency allocation, such as the European Telecommunications Standards Institute (ETSI), the International Telecommunication Union (ITU) and the European Conference of Postal and Telecommunications Administrations (CEPT).

Spectrum is a scarce resource, and licensed spectrum is proposed to be used only by the spectrum owners. Various studies of spectrum utilization have shown unused resources in frequency, space and time [1]. Cognitive radio is a new method of reusing licensed spectrum in an unlicensed manner [2]. The vacant resources are often referred to as spectrum holes or white spaces. These spectrum holes could be reused by cognitive radios, sometimes called secondary users. There might be geographical positions where some frequency bands are allocated to a primary user system, but not currently used. These unused, geographical spectrum holes could be exploited by secondary users, as shown in Figure 1.1. There might also be certain time intervals for which the primary system does not use the licensed spectrum, as shown in Figure 1.2. These time domain spectrum holes could also prospectively be employed by secondary users.
The introduction of cognitive radios will unavoidably create increased interference and thus degrade the quality of service of the primary system. The effect on the primary system, for example in conditions of increased interference, must be kept minimal. To keep the collision interference at an acceptable level, secondary users must sense the spectrum to detect its availability. Secondary users must be able to detect very weak primary user signals [3]. Spectrum sensing is one of the most fundamental components of cognitive radio.
1. Spectrum sensing

Spectrum sensing is considered necessary in cognitive radios in order to find opportunities for agile use of spectrum. Moreover, it is essential for managing the level of interference caused to primary users (PUs) of the spectrum. Additionally, sensing provides intelligence about the radio operating environment. A cognitive radio may then adapt its parameters such as power, carrier frequency and waveforms dynamically in order to provide the best obtainable connection and to meet the user's needs within interference constraints.

2. Cooperative Detection

In a fading environment, however, spectrum sensing is challenged by the uncertainty due to channel fading since the secondary user has to differentiate between a white space, where there is no primary signal, and a deep fade where it is hard to detect the primary signal. Similar difficulties arise in the case of shadowing. To deal with these issues, different secondary users can cooperate to detect the presence of primary signals. The diversity gain achieved through collaboration helps to ameliorate the fading and shadowing effects. Cooperative sensing also helps in improving the detection performance [4].

1.2 Aims and Objectives

The research aims in this thesis are summarized as follows:

1. To develop a new strategy for recognizing channel users and providing flexible and dynamic spectrum utilization, by using the cyclostationary detection method, which is one of the spectrum sensing techniques in wireless base stations.

2. To provide good spectrum sensing performance and reliable detection with less information knowledge from the primary user by considering different spectrum sensing methods with various fading environments in UWB-CR systems.
3. To develop a new technique at the fusion centre for cooperative sensing which reduces the time sensing delay and amount of data needed to make a reliable final decision.

4. To reduce the reporting error and to improve the sensing performance by using the clustering method.

The research primarily focuses on achieving the following objectives:

1. Combining cognitive radio functions with other wireless technologies brings some advantages to wireless networks, such as a certain CR may transmit illegally falls outside the current definitions of cognitive networks. Additionally, cognitive radios can use their technical advances to adapt their carrier frequencies to transmit on a certain channel when the primary user is not operating. FAM is presented as the algorithm for cyclic spectrum analyzing. This method is derived from the cyclostationary detection technique which is widely accepted as the most effective sensing procedure for cognitive radios.

2. The second objective in this thesis is to evaluate and study numerous spectrum sensing detection methods for detecting primary signals in ultra wide band cognitive radio systems (UWB-CR), with different fading environments and to select a reliable method to use in the UWB-System. The various detectors, such as Energy detectors, matched filter and feature cyclostationary detectors are considered and their results compared.

3. The third objective is to implement collaborative spectrum sensing in Cognitive Radio Networks. The aim is to determine the frequencies of the signals in the air. Additional objectives are to reduce the computational complexity, decrease error reporting detection information with cluster cooperative detection and increase the sensing performance.

To achieve these objectives, a cognitive radio network and clustering cognitive radio network based collaborative wideband spectrum sensing scheme are proposed. This scheme uses a wavelet-based multi-resolution spectrum sensing
(MRSS) method for spectrum sensing, a modified new two-bit hard combination technique for collaboration detection.

1.3 Contribution to Knowledge

This thesis follows the single antenna terminal methods. The key contributions are summarized as follows:

1. A method for real-time detection of secondary users at the base station. Cognitive radios may hide themselves in between the primary users in one channel without SNR or between the primary users and rental secondary users under different SNR conditions. To deal with such scenarios to detect the hiding cognitive radio users and for QoS of the cognitive radio and other primary license networks operating in the same converge area. These proposed models are discussed as follows:
   a. Cyclostationary Fast Fourier Transform FFT Accumulation Method (FAM) has been used to develop a new strategy for the recognition of channel users.
   b. Channels users are tracked according to changes in their signal parameters, for instance modulation techniques.
   c. Testing different kinds of primary and secondary signals transmitted in one channel under different values of SNR.
   d. Using the FAM technique, the obtained spectral correlation density function shows successful recognition between different signals with and without different values of SNR.

2. To compare different spectrum sensing methods, the detection performances are investigated for detecting primary signals in different fading channels in the UWB-CR system.
   a. Detection methods such as Energy detection, matched filter detection, cyclostationary detection and channelized receiver detection are used to detect primary users with different fading environment.
b. The different noise channels models with AWGN, shadowing channel, Rayleigh channel and Ricean channel are used to investigate the detection performance of different detectors.

3. To improve detection performance among the cognitive radio nodes and also increase the life of the nodes by decreasing the detection time required. We propose a collaborative wideband spectrum sensing and cluster-based cooperative wideband spectrum sensing in cognitive radio networks.
   a. The scheme uses a wavelet-based multi-resolution spectrum sensing (MRSS) method to determine the primary signals, unoccupied and weak channels in the air, and a modified two-bit hard combination method for cooperation.
   b. With the MRSS technique, sensing time and power are decreasing significantly because with this technique, the whole bandwidth of the system is not examined comprehensively [5].
   c. An additional aim is to use the above scheme to maximize the sensing performance and minimize the computational complexity and reduce the error reporting in the cluster method.

1.4 Research Methodology

The proposed models and a range of components were designed and simulated in MATLAB® software. MATLAB® offers an easy interactive environment and fast mathematical algorithms. It allows matrix handling, plotting of functions and data, and algorithm implementations.

1.5 Structure of Thesis

The thesis consists of six chapters. Chapter 2 gives an introduction to the spectrum sensing techniques in cognitive radio applications, specifically focusing on the issues to which the later three chapters will refer. The aim is to supply sufficient information to understand the spectrum sensing techniques in cognitive radio applications. A background of cognitive radio, previous work and the most common types of the cognitive radio
function are discussed in detail, and the reasons behind applying spectrum sensing techniques in cognitive radio systems are examined.

Chapter 3 explains a method for real-time detection of secondary users at the base station of wireless networks; the method aims to reduce the likelihood of secondary users making use of the channel bands at the right time without paying for the service. The method can increase the capacity of wireless networks by servicing primary and secondary users. A cyclostationary detection-based spectrum sensing method is used, which monitors the presence of users in the radio channels and ensures that the secondary user nodes will not access spectrum without permission. Another benefit can be provided by combining the CR function with wireless techniques, improving system reliability by utilizing spectrum without causing interfering to different users.

Based on the other model, chapter 4 describes the main spectrum sensing techniques of cognitive radio application. The performance of spectrum sensing methods of the UWB-CR system for detecting primary signal users in AWGN and different fading channels is proposed, which is an extension to the UWB-CR system; it works efficiently using the reliable spectrum sensing method with higher detection performance. The model implemented different spectrum sensing methods under various fading channels; detection results show the performance of methods under such environments, and which technique can be selected for use in the UWB-CR systems.

Chapter 5 focuses on cooperative spectrum sensing in cognitive radio networks, and proposes two models, the first considers collaborative wideband spectrum sensing in cognitive radio network, and the second studies cluster-based cooperative wideband spectrum sensing. The Multi Resolution Spectrum Sensing (MRSS) method and the modified two-bit hard combination schemes are used to improve detection performance and reduce error detection in cluster models. By deploying CR nodes and grouping the CR nodes in an area, every CR node sends information concerning the presence of primary transmitters to the decision node that makes the final detection decision or sends to the common receiver in the cluster model for the final decision, which is based upon detection performance under different scenarios, such as the number of cognitive radio nodes, different average powers of the received signal and signal to noise ratio, as investigated in the first proposal model. Additionally, the detection performance of the proposed approach is compared
with traditional hard combination schemes. The proposed methods show better detection performance for both the employed cooperative models.

Finally, Chapter 6 summarizes the work and presents several ideas for future research.
Cognitive Radio System

2.1 Cognitive radio: BACKGROUND

Cognitive Radio (CR) is a form of wireless communication in which a transceiver can intelligently detect the spectrum band in which channels are in use and which are not, and can then instantaneously move to vacant channels thus avoiding occupied ones. This optimizes the use of available radio-frequency (RF) spectrum whilst reducing interference to other users. The main objectives for cognitive radio are highly reliable communication wherever and whenever needed, and efficient utilization of the radio frequency spectrum.

The idea behind cognitive radio was first presented by Joseph Mitola at the Defence Advanced Research Project Agency (DARPA) in the United States [6]. Radio spectrum is a natural resource, the exploitation of which is licensed by government. In November 2002, the Federal Communications Commission (FCC) published a report by the spectrum-policy task force [7], which showed that radio spectrum is extremely underutilized. Cognitive Radio offers a novel technique of solving this underutilization problem [8-10].

2.1.1 Main Functions

1. Spectrum Sensing: this is a fundamental function in CR to enable cognitive radio users (CRs) to detect the underutilized spectrum of primary systems and improve overall spectrum efficiency.

2. Spectrum Management: functions are required for CR to achieve users’ communication needs by capturing the best available spectrum; CR should
decide on the best spectrum band and the channels within it to meet the QoS requirements over all available spectrum channels.

3. Spectrum Mobility: this is the process whereby cognitive radio users change their frequency of operation. Cognitive radio networks aim to use the spectrum dynamically by allocating the radio terminals to operate in the greatest available frequency channels.

4. Spectrum Sharing: this is one of the main challenges in open spectrum usage, providing efficient and fair dynamic spectrum allocation methods to distribute the unoccupied spectrum of primary users to the competitive secondary users.

2.1.2 The Cognitive Cycle

The cognitive cycle consists of three main mechanisms: (a) sensing the Radio Frequency (RF) spectrum; (b) cognition / management, and (c) control [6].

1. Spectrum Sensing:
   - Detection of unused spectrum bands or estimation of the total interference in the radio environment.
   - Estimation of channel state information (Signal to Noise Ratio (SNR)).
   - Expectation of channel capacity for use by the transmitter.

2. Cognition / Management:
   - Spectrum management which controls opportunistic spectrum access.
   - Traffic shaping.
   - Routing.
   - Provisioning Quality of Service (QoS).

3. Control action
   - Adaptive coding and modulation.
   - Control of transmission power.
   - Control of transmission rate.
Task 1 (RF sensing) deals with spectrum sensing, physical layer issues and is described in the next three chapters. Task 2 (cognition management) undertakes dynamic spectrum allocation, using Game theory. Figure 2.1 shows the tasks in the Cognitive Radio Cycle (CC).

2.2 Spectrum Sensing

One of the most important elements of cognitive radio is its capability to measure, sense, learn and be aware of the radio channel’s characteristics and parameters. Users who have the highest priority on the use of a specific part of the spectrum are defined as primary users; users who have lower priority are defined as secondary users. Secondary users reuse this spectrum in such a way that they do not cause harmful interference to primary users. Therefore, secondary users need to have CR capabilities such as spectrum sensing in order to detect available channels in the RF spectrum and thus exploit the vacant part of spectrum (spectrum 'white space').
‘Spectrum sensing’ is the most important function for cognitive radio management. Usually understood as determining the spectral content, or measuring the interference temperature over the spectrum, spectrum sensing involves obtaining the spectrum usage characteristics across multiple dimensions such as frequency, code space and time. It also characterises the type of signals that occupy the spectrum, including the carrier frequency, modulation and bandwidth.

2.2.1 Challenges & Spectrum Sensing

Challenges related to spectrum sensing for cognitive radio are:

- Hidden primary users problem: this problem can be caused by multipath fading and shadowing, causing secondary users to fail to detect the existence of primary users. As an example, Figure 2.2 below shows the hidden node problem - the signal from the primary transmitter cannot be detected, because of the location of the cognitive radio devices; this will cause unwanted interference to the primary user if cognitive radio devices try to access this occupied spectrum.

- Sensing time: in order to avoid interference to and from primary users (licensed), cognitive radio users (unlicensed) must be able to recognize the presence of primary users as quickly as possible and should leave the band immediately. This creates performance limits on the spectrum sensing methods for cognitive radio design.

![Figure 2-2: Hiding Primary User Problem in Cognitive Radio System.](image)
Other challenges that need to be considered when designing spectrum sensing methods include power consumption, competition, robustness, cooperation, computational complexity, coherence times and the presence of multiple secondary users.

### 2.2.2 Multi-dimensional Space for Spectrum Sensing

There are a variety of RF spectrum dimensions/parameters to consider, which are summarised below with their corresponding measurement sensing requirements [11].

1. **Frequency:**
   By assessing/measuring the frequency usage of channels will allow determination of available spectrum; some parts of bands might be available for opportunistic use.

2. **Time:**
   Sensing the usage of spectrum in the time domain will determine vacant time slots for opportunistic use. Figure 2.3 shows the usage opportunity in the frequency and time domains.

![Figure 2-3: Spectrum Opportunity in the Frequency and Time domain Dimensions [11].](image)

3. **Geography:**
   At any given time the spectrum might be occupied in some fraction of the geographical area whilst it is available in other locations. CR can take advantage of propagation loss (path loss) since the signal strengths of primary users may be sufficiently low. The required measurements depend on interference temperature, i.e., we can determine the existence of a primary
transmission in a local area from the location of interference existing in that area. However, the problem of hidden terminals may exist that requires a careful determination and decision. Figure 2.4 shows two areas A and B; region A can be used by secondary CR users.

![Figure 2.4: Spectrum Opportunity in the Geographic Dimension [11].](image)

4. Code Dimension:

Figure 2.5 below shows the spectrum usage opportunity for CR in the code dimension. Wideband spectrum may be in use through spread spectrum and frequency hopping techniques. Within the code domain simultaneous use avoiding interference with primary users is possible. It is necessary to determine the used codes and multipath parameters such as frequency hoping (FH), time hopping (TH) and spreading codes.

![Figure 2.5: Spectrum Opportunity Code Dimension [11].](image)
5. Angle Dimension (Directionality):

Spectrum usage opportunities may be created from knowledge of the location and position of the primary users’ signal direction. This can allow secondary users to transmit in a different direction distinct from the primary user’s direction thus avoiding interference with the primary user. Figure 2.6 illustrates this.

Figure 2-6: Spectrum Opportunity in Angle Dimension [11].

6. Signal Dimension (Orthogonality):

Secondary users and primary users may be transmitting simultaneously in the same band and geographical area. Transmitting a signal orthogonal to the primary user, the secondary user can establish communications without interfering with primary users. This needs waveform identification. Figure 2.7 shows this spectrum usage opportunity.

Figure 2-7: Spectrum Opportunity in Wave Dimension [11].
2.2 Spectrum Sensing Techniques

As previously mentioned, spectrum sensing may be defined as scanning and examining the RF spectrum to determine occupied and unoccupied bands to exploit unused frequency bands for cognitive radio communications. Spectrum sensing technique can be classified into two categories [11], as described below.

2.3.1 Uncooperative Spectrum Detection (Transmitter Detection)

The cognitive radio user must be able to determine whether a signal from a primary user is locally present in the spectrum band(s) of interest. Below is an overview of the three well-known spectrum sensing methods for a single cognitive radio user, as reported in the literature.

2.3.1.1 Energy Detection

The technique of energy detection is optimal for the detection of any signal and can be applied to cognitive radio users [12]. In energy detection received signal strength indicator (RSSI) is determined. The received signal is measured over an observation time in order to detect the presence of the signal. As seen in figure 2.8, the received signal is filtered, converted to digital form, squared and integrated over the observation interval. The energy output of integrator is then compared with a threshold to decide on the presence or absence of a primary user, i.e., a binary decision is made:

\[
H_0, \quad \text{if } \sum_{n=1}^{N} |y[n]|^2 \leq \lambda \\
H_1, \quad \text{otherwise}
\]

(1 - 1)

where \( \lambda \) is the threshold which depends on the receiver noise.

Although energy detection can be implemented without any a priori knowledge of the primary user signal, the technique has some problems. Firstly, it can only detect the signal of the primary user if the detected energy is greater than the threshold. The choice of the threshold level is not straight-forward, since it is highly susceptible to the changing background noise and interference, especially. A second difficulty is that the energy approach cannot distinguish the primary user from other secondary users sharing the same channel. This is a critical challenge when the primary users of multiple systems co-exist in
cognitive radio networks, which we discuss later. The third problem occurs at low signal–to–noise ratio (SNR), e.g., at an SNR of -40dB , the energy detector requires more detection time compared to the match filter detector.

Multi-resolution spectrum sensing is a kind of energy detection based sensing technique and is an improved energy detector [13]; this detector is presented in Chapter 5.

2.3.1.2 Matched Filter Detection

When the transmitted signal is known, the optimum spectrum detection technique is the matched filter detector [14]. Matched filter detection uses a priori knowledge of the received signal, such as frequency, bandwidth, modulation type, pulse shaping, etc. [15]. Figure 2.9 shows an implementation of the matched filtering technique; the pilot signal provides a priori knowledge of the primary signal. To detect the primary user signal, the pilot is correlated with the received signal and then compared to a threshold to determine the presence of the primary user signal (a binary decision) l, as shown in the equation below.

\[
H_0, \quad \text{if } \sum_{n=1}^{N} y[n] x[n]^* \leq \lambda \\
H_1, \quad \text{otherwise}
\]  

(1 - 2)

where \( \lambda \) is the threshold.

To achieve a certain probability of missed detection or false alarm positives, matched filtering requires a shorter detection time compared with cyclostationary detection and energy detection. The main disadvantage in the matched filter approach is the
requirement for a priori knowledge. A further disadvantage is the need for synchronization between transmitter and receiver. Additionally, the correlation adds significantly to the implementation complexity.

Figure 2-9: Implementation of a Matched Filtering Detector.

2.3.1.3 Cyclostationary Detection

The cyclostationary feature of the modulated primary user signals is exploited in the cyclostationary detection technique [16]. Cyclostationary features are caused by periodicity of the modulated signal, such as sine wave carriers, pulse trains, hopping sequences, cyclic prefixes, or repeated spreading. Modulated signals are cyclostationary with spectral correlation, due to the in-built periodicity. Figure 2.10 shows implementation of the cyclostationary sensing technique. The figure shows that the spectral mechanisms of the input signal are calculated through the fast Fourier Transform (FFT) [13], as:

\[
R_x^a(\tau) = \lim_{T \to \infty} \frac{1}{T} \int_{-T/2}^{T/2} x(t + \frac{\tau}{2}) x(t - \frac{\tau}{2}) e^{-j2\pi f t} dt
\]  

(1 – 3)

Then the spectral correlation function (SCF) is estimated by spectral correlation performed on these spectral components.

\[
S_x^a(f) = \int_{-\infty}^{\infty} R_x^a(\tau) e^{-j2\pi f} d\tau
\]  

(1 – 4)

It is shown specifically that
where

\[ X_T(t, f) = \int_{t-T/2}^{t+T/2} X(u) e^{-j2\pi fu} du \]  

This spectral correlation function \( S_x^\alpha (f) \) is also called cyclic, which is a function of two dimensions (frequency and cyclic frequency \( \alpha \)). The spectrum is analyzed by searching for the unique cyclic frequency \( \alpha \) matching the peak in the SCF and deciding whether the signal of primary users are detected. The next chapter provides further details about the use of the Cyclostationary Fast Fourier Transform Accumulation Method (FAM).

![Diagram of Cyclostationary Feature Detector](image)

**Figure 2-10: Implementation of Cyclostationary Feature Detector.**

### 2.3.2 Cooperative Spectrum Detection:

Spectrum sensing may be conducted locally by one cognitive radio user; the idea behind cooperative spectrum sensing is that this data can be combined from different cognitive radio users.

There are many problems that cooperative spectrum detection can solve, such as those that arise from fading and shadowing noise uncertainty; it decreases the probability of false alarms and miss-detection, decreases sensing time and solves the problem of hidden primary users[17]. These difficulties are summarized below.

- **Received and shadowing uncertainty spectrum detection problem:**

Due to the lack of information about the signals from primary transmitters (see Figure 2.11(I)), the cognitive radio user alone cannot avoid causing interference to primary users since the CR user cannot detect the primary transmitter.

A further problem is that the cognitive radio may have a good line of sight to a primary transmitter, but may be unable to detect the signal from the primary transmitter,
because of shadowing as shown in Figure 2.11(II). Other cognitive radio users sensing information is required for a more reliable primary transmitter signal detection, this is referred to as comparative spectrum detection.

Figure 2-11: Primary Transmitted Detection: (I) Receiver uncertainty and (II) Shadowing uncertainty.
- **Cooperative primary transmitter detection under faded and shadowed problem:**

  As shown in Figure 2.12, let us assume that there are many CR users. Because of multipath fading, with the low SNR, CR user 2 receives a weak signal and it cannot detect the signal from the primary transmitter. CR user 1 also cannot detect the signal of the primary user, because it is in the shadowing area.

  The only one that can detect the primary transmitter is CR user 3. So, CR user 1 and CR user 2 make their decisions to transmit on their local operations, causing interference to the primary user. However, by exchanging sensing information between the CR users (1, 2 and 3), even though they are under fading and shadowing conditions, all CR users can detect the existence of the primary user.

![Figure 2-12: Cooperative Primary Transmitter Signal Detection under high faded and shadowed problem.](image)

- **Sensing Time problem:**

  One of the main advantages in cooperative detection for multi CR users is decreasing the sensing time. Spectrum sensing precision by a single CR user increases with the time of sensing. Because of the sensing capabilities of CR users, a suitable precision may be
achieved after long sensing times. In some cases the uncertainty in noise, sensing times may approach infinity. This problem has lead to the idea of cooperative sensing techniques.

Table 2-1 below shows the advantages and disadvantages of non-cooperative and cooperative spectrum detection techniques.

Table 2-1: Uncooperative versus Cooperative detection

<table>
<thead>
<tr>
<th>Sensing Technique</th>
<th>Advantages</th>
<th>Disadvantages</th>
</tr>
</thead>
<tbody>
<tr>
<td>Uncooperative Detection</td>
<td>❖ Simplicity of implementation</td>
<td>❖ hiding nodes problem</td>
</tr>
<tr>
<td>Cooperative Detection</td>
<td>❖ High accuracy</td>
<td>❖ Higher complexity of system collaboration and of sensor</td>
</tr>
<tr>
<td></td>
<td>❖ Reduced sensing time</td>
<td>❖ Overhead traffic</td>
</tr>
<tr>
<td></td>
<td>❖ No problem with hiding and shadowing</td>
<td></td>
</tr>
</tbody>
</table>

Cooperative spectrum detection can be implemented either centralized or distributed [4].

2.3.2.1 Centralized Sensing Method:

In this method, the Access Point (AP), such as the master node or base station collects sensing information from the cognitive radio users and makes a decision on whether the primary signal is present and delivers this information to other cognitive radio users. The aim is to increase detection performance by mitigating fading effects of the channel [18]. However, the sensing information can be classified into hard and soft information combining tasks as explained in more detail in Chapter 5. These information combining tasks can be investigated for increased probability of detection and decreased probability of miss-detection. However, Chapter 5 illustrates the hard combination method for miss-detection.

2.3.2.2 Distributed Sensing Method:

In this method cognitive radio users make their own decision, adding to the information shared between each CR user. However, with the distributed sensing method,
there is no need for a backbone infrastructure, which is the main advantage of this method compared to the centralized sensing method.

Research has been conducted concerning the distributed sensing method [4] such as the Gossiping Updates for Efficient Spectrum Sensing (GUESS) algorithm: this is proposed for performing efficient coordination between cognitive nodes in distributed cooperative sensing. This algorithm has low complexity with reduced overhead, is robust to changing networks and has fast convergence.

The proposed second algorithm of the distributed cooperation method performs cooperation between two cognitive users in different locations. One cognitive user is located closer to the primary signal transmitter and has a better chance to detect primary user transition and cooperate with another cognitive user which is further from the primary transmitter.

Multi-cognitive radio nodes can share sensing information amongst themselves by the distributed sensing method, in order for the cognitive radio users to share the final decision that achieves reducing network overhead due to the cooperation. If any one of cognitive user nodes sends to the other user nodes H1 (meaning that the node has decided that the signal of the primary transmitter is present), than the final decision made is that the signal of the primary transmitter is present for all CR users, this fusion rule is known as the OR-rule.

The distributed sensing method research using cooperative detection shows that performance improvements can be achieved.

2.3.3 Primary Receiver Detection:

Cooperative decision-making can minimize the probability of interference. The best way to detect spectrum holes is by detecting the primary users that are receiving signal within the local communication of the cognitive radio users rather than detect the primary transmitter’s signal. Figure 2-13 shows that the primary receiver usually emits local oscillator (LO) leakage power from its radio frequency (RF) circuitry. To determine the available unoccupied channels, a secondary receiver detection technique exploits this local oscillator (LO) leakage power to detect the signal from the primary receiver user directly instead of from the
primary transmitter. As in TV receivers or supporting sensor network hardware to the cognitive radio, users in the region with the primary receivers is needed.

Figure 2-13: Primary Receiver Detection.

2.4 Limitations and Challenges in Spectrum Sensing

The field of spectrum sensing motivations for further research in this field are investigated. Jaekwon Lee proposed cyclostationary feature based detection technique that enhances the spectrum sensing measurements. In this approach, the proposed spectrum method is to detect unused spectrum in low SNR, whilst its overall complexity is almost the same as the cyclostationary feature based detection method. Also, this work does not require prior knowledge of the channel or noise information. In [19], adaptive wavelet based edge detection method as a modification to the traditional spectrum sensing techniques is considered. Furthermore, the adaptive algorithm which selects a suitable wavelet scheme by analyzing the nature of spectrum was conducted in this work.

There is much research on wideband spectrum sensing. A wideband spectrum sensing arrangement should be adapted to scan multiple bands at a time. In [20], B. Farhang proposed a filter bank scheme for wideband spectrum sensing in cognitive radio applications. In this approach, for the cognitive radio networks multicarrier communications
are assumed to be used, the wideband spectrum is presented as the output of a bank with different shifted central frequencies. Fanzi, Zhi and Chen were the first to utilize the radio signal by introducing CS to realise wideband spectrum sensing; the design takes advantage of using less samples closer to the information rate, rather than the converse of the bandwidth to implement wideband spectrum sensing. Wavelet based detection was used to detect the wideband spectrum. In [21], Axell and Larsson considered spectrum sensing of OFDM signals in an AWGN channel by detection of the OFDM signal with a CP of known length. The techniques can be used stand-alone, or they can represent building blocks in a larger spectrum sensing architecture.

In UWB-CR system, research has been focusing on coexistence between UWB system and other wireless technologies such as, WiMAX and WiFi. To explore this issue, combining CR technology with UWB is proposed. In [22], the authors proposed a spectrum sensing algorithm based on Neyman-Person criterion to explore the issues in Coexistence between a cognitive UWB system and WiMax. The authors used an energy detection detector for spectrum sensing to ensure that UWB devices would not interfere with primary users by reliably detecting the primary user signal. Andrea-Tani and Pomano Fantacci focused on a cognitive radio approach based on spectrum sensing method to allow coexistence between UWB and WiMAX [23]. In particular, the authors exploited the cyclostationary property of WiMAX signals to the Cyclic Prefix. In [24], the authors were interested in determining the possible gains in detection performance and improving the UWB system capability to detect the primary transmitter when taking interdependencies into account for practically implementable detection schemes.

In cooperative spectrum detection much research has been conducted with different approaches to solve the detection hiding primary transmitter problem under fading channel conditions. Cooperative spectrum sensing in which a group of cognitive radios collaboratively sense the spectrum through energy detection and introduce the optimality of cooperative spectrum sensing to improve detection performance in an efficient and implementable way is investigated in [25]. The authors considered the optimal voting rule for any detector applied to cooperative spectrum sensing and they employed optimization of the detection threshold when implementing an energy detector.
Kamran-Arshad and Muhammad-Ali studied optimization of collaborative spectrum sensing in terms of optimum decision fusion for soft and hard combination schemes. In this approach, correlated long-normal channel noise shadowing among cooperative users is considered and they show in their paper that correlated shadowing has a direct impact on the optimal fusion rule at the common centre. In [26] the distribution of the ratio of extreme eigenvalues of a complex Wishart matrix is employed. The authors considered the maximum-minimum eigenvalue detector in order to measure the precise decision threshold as a function of the required probability of false alarms. Moreover, the authors show that in the scheme the probability of detection achieves significantly improved performance compared to the performance of just utilising the decision threshold.
Cyclostationary Detection of Hidden Cognitive Radio Users

3.1 Introduction and Motivation

Developments in software radio are continuing, since the cognitive radio defined by [27] is the best considered solution for nearby spectrum crowding. Traditionally, the use of RF bands has been regulated in most countries through the process of spectrum allocation in which the use of a particular frequency band is restricted to the licence holders of the band. Within this framework, spectrum has often been viewed as a scarce resource in high demand. However, measurements have suggested that most licensed spectrum is often under-utilized with large spectral holes at different places at different times [28]. According to an OFCOM consultation report [29], a substantial amount of spectrum, termed as, “white space,” is obtainable subject to time and location. The report shows that over 50% of locations are likely to have more than 150 MHz of interleaved spectrum available and that even at 90% of locations around 100 MHz of interleaved spectrum might be available. In addition, the shifting of the Digital Terrestrial Television (DTT) spectrum eases OFCOM’s task to clear many bands, such as the 800 MHz (channels 61-69) for future cognitive radios.

On the other hand, wireless systems are based on fixed spectrum allocations, allocated fixed spectral bandwidth to licensed users at any time, which leads to sub-optimal use of scarce and expensive spectral resources, resulting in inefficient spectrum utilization. Dynamic spectrum access techniques secure greater spectral-usage efficiency and enhanced access to frequency spectrum based on spectrum pooling [30]. Spectrum pooling is a resource sharing strategy that allows the licensed owner to share a proportion of his licensed spectrum with rental secondary users [31], cognitive radio users are absent until the licensed user is not using the spectrum. The goal of spectrum pooling is to improve spectral efficiency by overlaying new wireless radio systems on a licensed one (the primary users) without interfering with the primary users, and without changing their operations. In
order to keep existing users without harmful interference with rental users, cognitive radio technology must have the ability to detect unused spectrum, a very important process in spectrum pooling system. Therefore, our strategy, explained in later sections, for detecting hidden secondary users will be useful for a spectrum pooling system.

As previously mentioned, one of the most important issues for cognitive radio technology is spectrum sensing, because the CR system needs to recognize the radio environment. If the spectrum sensing does not work properly, the CR system will have inaccurate data about the radio environment, and the system will try to use the same spectrum concurrently with a primary user. This results in several performance degradations for both the cognitive radio system and the primary user [32].

3.2 Scenarios to Detect Hidden Cognitive Radios

There are two scenarios that undefined cognitive radio users need to detect that have been considered: the first scenario is detecting the undefined cognitive radio user in one primary user channel under free SNR, and the second is detecting an undefined cognitive radio users under low SNR conditions. Spectrum sensing continues to emerge as an essential topic for cognitive radio networks where two kinds of users, primary and secondary, will share the band. This chapter proposes methods for real-time detection of secondary users at the base station.

The main idea for the scenarios is that cognitive radios may hide themselves in between the primary users, or using free portions of channels in a spectrum pooling system, under different SNR conditions to avoid being charged for spectrum usage.

3.2.1 Sensing Spectrum Channel with free SNR

In the first scenario the FFT Accumulation Method (FAM) is used to sense spectrum in order to develop a new strategy for recognizing channel users. Channel users are tracked according to changes in their signal parameters, for instance modulation scheme. Therefore, the primary user has a different modulation scheme with respect to secondary users, making it easy to distinguish between them if a secondary user is using a primary user’s channel.
3.2.2 Sensing Spectrum Channels with low SNR

The idea behind the second scenarios to avoid interference between users under low SNR conditions. Two generated signals under low SNR by using the same (FAM) method are considered. Detection performances are then estimated and the primary user and secondary user signals are decreased by Additive Whit Gaussian Noise (AWGN) for different values of SNR.

Figure 3-1 shows different scenarios with primary users using modulation schemes Double Side Band- Amplitude Modulation (DSB-AM), Digital Video Broadcasting Terrestrial (DVB-T), and cognitive radio users using Binary-Phase Shift Keying (BPSK) and Amplitude Modulation (AM). From the diagram, it can be seen that a secondary user can use the spectrum any time when the primary user is absent from the channel by hiding themselves between the primary users. Therefore, monitoring at the base station is needed to detect, real-time, any signal with different conditions using the channel.

Figure 3-1: Proposal approach.
3.3 Proposal approach

The cognitive radios (CRs) are designed to work in a crowded wireless environment. Thus, inadequate spectrum may lead selfish cognitive networks to use the spectrum illegally. High reconfigurability specifications of cognitive radios make them capable to adapt their signal parameters according to their needs and the channels in which they are working. Although, CR’s design have undergone considerable development, to allow these transceivers to be available in the near future, it is barely understandable how these services will be monitored.

To verify the cognitive network, a supporting sensing network is designed to survey the spectrum. Observed holes suitable to transmit are reported whenever a request to transmit and the opportunity are available. We think that duties for this sensing network should be extended to include the CR’s identification. A wider network may be created by adding awareness abilities to the sensing network to create an innovative robust monitoring system. Newly designed schemes will be capable of noticing the white holes in the spectrum, and to identify each channel user. Such a development requires the amalgamation of the recommended monitoring system and information resources, for instance a Spectrum Broker. The observed data are then sent instantaneously to the decision makers to the main wireless providers for additional processing.

The possibility that a certain CR may transmit illegally falls outside the current definitions of cognitive networks. These bluffer cognitive radios can use their technical advances to adapt their carrier frequencies to transmit on a certain channel when the primary user or other rental secondary users in spectrum pooling system are switched off. However, they still need to transmit using different signal parameters to maintain broadcast dedicated to their end users. This action may occur at any time and can happen rarely or constantly. At the central station, the functionality of the primary user system must be put in place to enable what is usually termed the observe function (spectrum sensing) of the cognitive radio system. The suggested observation scheme will use the FFT Accumulation Method FAM to detect deceptive CR’s behaviour instantaneously. FAM is presented as the algorithm for cyclic spectrum analysing. This method is derived from the cyclostationary
technique which is widely acceptable as the most effective sensing procedure for cognitive radios.

3.4 Detection Method in the proposed approach

The cyclostationary processing theory is proposed here as the algorithm for the developed identification scheme. Briefly this chapter explains the processes of cyclostationary, time-smoothing (FAM) method and how it was implemented. In [33] description of cyclostationary and its properties may be found.

3.4.1 Cyclostationary Processing Theory

The signal processing for cyclostationary theory, as explained by William A. Gardner [33], the cyclostationary feature, as it is reproduced in the periodicities of the second order instants of the signal, can be understood in conditions of the spectral line generation from the signal by passing the signal through a quadratic non-linear transformation. The link between the statistical property and the property of spectral line generation, known as spectral correlation, matched to the correlation that exists between the random of components of the signal, exist in distinct spectral bands. The integral of correlation can be defined as:

\[ h(x) = \int_{-\infty}^{\infty} f(u) g(x+u) du \]  

(3 - 1)

Applying an FFT, the Fourier transform pair defined by:

\[ \mathcal{F}\{h(x)\} = F(s)G^*(s) \]  

(3 - 2)

If \( f(x) \) and \( g(x) \) functions in equation (3-1) are different, then \( h(x) \) is called the cross-correlation functions, and if they are same it is called the autocorrelation function. The auto-correlation signal computes the predictability of the signal at time \( t + \tau \) based on signal at time \( t \) [34].

Considering a time sequence of length \( T \), the auto-correlation function will be the time average autocorrelation function given by
The non-zero correlation characteristic of time sequences $x(t)$ exists in the time domain, if the equation is

$$ R_x(\tau) \triangleq \lim_{T \to \infty} \frac{1}{T} \int_{-T/2}^{T/2} x\left(t + \frac{\tau}{2}\right) x^*\left(t - \frac{\tau}{2}\right) dt $$

(3-3)

The Fourier Transformer of the auto-correlation function in equation (3-3) will obtain the Power Spectral Density (PSD) [35].

$$ S_x(f) = \int_{-\infty}^{\infty} R_x(\tau) e^{-j2\pi f \tau} d\tau $$

(3-5)

As given in [33], the Cyclic-Spectrum Density (CSD), or the Spectral-Correlation Density (SCD) may also be achieved from the Fourier Transform of the cyclic autocorrelation function given in equation (3-4),

$$ S_x^{\alpha}(f) \triangleq \int_{-\infty}^{\infty} R_x^{\alpha}(\tau) e^{-j2\pi f \tau} d\tau = \lim_{T \to \infty} \frac{1}{T} X_T\left(f + \frac{\alpha}{2}\right) X_T^*\left(f - \frac{\alpha}{2}\right) $$

(3-6)

where $\alpha$ is the cyclic frequency and:

$$ X_T(f) \triangleq \int_{-T/2}^{T/2} x(u) e^{-j2\pi fu} du $$

(3-7)

which is the Fourier Transform of the time domain of signal $x(u)$.

The Cyclic Spectral Density (CSD) can be achieved via frequency or time smoothing models. In this chapter we propose that the time smoothing model is given by:
where

\[ S_{xT_W}^a(t, f) \approx S_{xT_W}(u, f)_{\Delta t} = \frac{1}{\Delta t} \int_{t=\Delta t/2}^{t+\Delta t/2} S_{xT_W}(u, f)du \quad (3 - 8) \]

and

\[ S_{xT_W}(u, f) = \frac{1}{T_W} X_{T_W}(u, f + \frac{\alpha}{2}) \overline{X_{T_W}^r(u, f - \frac{\alpha}{2})} \quad (3 - 9) \]

are short-time Fourier Transform sliding. Figure 3-2 shows, a portion of the signal \( x(t) \), the components of frequency are calculated over a short time window \( T_W \) along the interval of time observation \( \Delta t \) [35]. The spectral components generated by each small time Fourier Transform have a resolution \( \Delta f = \frac{1}{T_W} \). Figure 3-2 shows \( L \) is the overlapping factor between each small time Fourier Transform. The value of \( L \) is given as \( L \leq \frac{T_W}{4} \) to avoid or minimize any leakage and aliasing of cycle on the estimates [36].

![Time-Variant Spectral Period Gram](image-url)

**Figure 3-2: Time-Variant Spectral Period Gram [35].**
Figure 3-3 shows for each small time FFT of spectral components are multiplied for the cyclic spectrum estimates, there is the same resolution ability $\Delta f = 1/T_w$. We can note that dummy $u$ has been replaced by the time $t_1 ... t_p$ at each small window $T_w$, two components separated by some $\alpha_0$ and centred about some $f_0$ are multiplied together and the follow-on series of products then integrated over the total time ($\Delta t$), as shown in equation (3-8). The cycle frequency resolution of the estimated to the total observation time is $\Delta \alpha = 1/\Delta t$.

The spectral correlation of the cyclostationary signal gives us an enhanced off field signal detection scheme. In addition, the detection task can be achieved when searching the unique cyclic frequency (peak spectrum values) of signals with different modulations. Also, the spectral correlation density for signal detection is robust to random noise and interference.

3.4.2 Fast Fourier Transform Accumulation Method (FAM)

The idea behind developed the FFT Accumulation Method is to minimize the number of computations required to estimate the cyclic spectrum [37]. In this model the frequency
plane divides into smaller pair channel regions, using the FFT to compute the estimates a block at a time. From equations (3-8) and (3-9), the discrete term gives:

$$S_{x_N}(n,k)_N = \frac{1}{N} \sum_{n=0}^{N-1} \left[ \frac{1}{N^*} X_N(n, k + \frac{\nu}{2}) X_N^*(n, k - \frac{\nu}{2}) \right]$$ (3 - 11)

when

$$X_N(n,k) = \sum_{n=0}^{N-1} w[n]x[n] e^{-j2\pi kn \over N^*}$$ (3 - 12)

$x[n]$ is the discrete Fourier Transform, $w[n]$ is the data window (e.g. Hamming window) and the discrete equivalent of $f$ and $\alpha$ are $k$ and $\nu$ respectively. Figure 3-4 shows the block diagram used in the implementation of this method.

The FAM method works as follow:

- The complex demodulated values are estimated efficiently by the sliding $N^*$ point FFT, followed by a down-shift in frequency to baseband.
- In order to allow for an even more efficient estimation, the $N^*$-point FFT is hopped over the data in blocks of $L$ samples, which means that $L$ data points are skipped between computations of the $N^*$ point FFT.
After the complex envelopes are computed and the product series amongst each one and the complex conjugate of the others are shaped, the time smoothing is accomplished by means of a $P$ point FFT.

The value of $L$ was selected to be equal to $N'/4$. The value of $N'$ is determined according to the desired resolution in frequency ($\Delta f$) used in the algorithm, and is given by [37].

$$N' = \frac{f_s}{\Delta f} \quad (3-13)$$

The value of $P$ is determined according to the desired resolution in cyclic frequency ($\Delta \alpha$) and is given by [37].

$$P = \frac{f_s}{L \Delta \alpha} \quad (3-14)$$

### 3.4.3 Procedure of Signal Detection Method

The traditional energy detection to test the observation energy levels are achieved from $S_N^c(f)$ at $\alpha = 0$ for the occupied and unoccupied signal cases. However, cyclostationary detection is employed on searching the spectral unique at one of its cyclic frequencies. If the spectral unique exists at one of its cyclic frequencies ($\alpha$), the signal is present, otherwise it is absent.

The procedure of detection is shown in Figure 3-5:

![Figure 3-5: Detection Procedure.](image)

### 3.5 Comparative performance analysis of the proposed approach

In order to show a general idea of how the results of the FAM method should look in both scenarios (free SNR and low SNR in channel detection), we will briefly provide the choice of MATLAB® testing signals and signal fields in both scenarios with $f_s = 800 MHz$, $N' = 32$, $P = 8$ and $L = 4$. 

1. **Double Side Band-Amplitude Modulation (DSB-AM)**

In order to show the results clearly and to implement the idea, different modulation signals were selected. Therefore, the Double Side Band-Amplitude Modulation (DSB-AM) signal is selected as an analog-modulated signal. This signal has been chosen for first scenario (one channel detection).

For the AM-DSB signal the characteristic parameters used are the value of sampling frequency equal to 800 MHz and zero signal-to-noise, SNR.

2. **Binary-Phase Shift Keying (BPSK) signal**

The second signal we used in single channel detection was Binary-Phase Shift Keying (BPSK). This digital signal was chosen to simulate in MATLAB® in order to show our idea clearly, because using different modulations obtains different shapes using the cyclostationary FAM method in single channel detection as will be seen in the simulation results.

For the BPSK signal, the characteristic parameters used are the same as in the DSB-AM without SNR case, namely 800 MHz value for simulation frequency sampling.


In the second scenario the cyclic spectrum estimation is based on the cyclostationary method to detect the presence or absence of the primary signal. The OFDM signal of Digital Video Broadcasting Terrestrial (DVB-T) with the following parameters 4-QAM modulation, 2.016 carrier frequency, 806.4MHz sampling frequency , 224 μs OFDM symbol period, 1705 subcarriers, 446.4 MHz Carrier separation and AWGN channel with different values of SNR is considered for the cyclic spectrum estimation and detection.

4. **Amplitude Modulation (AM) Wireless Microphone signal**

For the second scenario we used an AM signal for a wireless microphone secondary user with 0.2 MHz signal bandwidth in an AWGN channel under different values of SNR.
3.6 Simulation Scenarios and Results

In order to evaluate the proposed method for efficient detection at real time and identify primary and secondary users at the base station, two scenarios are proposed to detect and identify secondary and primary users. The scenarios are as follows:

1. Detection and identification primary and secondary users on one channel band:

   MATLAB® simulation code was created to generate FAM as the sensing mode for our model. Two signals were fed into the code as the primary and secondary users. The primary user or rental secondary user in spectrum pooling system is suggested to have an analogue signal of Amplitude Modulation-Double Side Band AM-DSB, and the secondary user is suggested to be a digital Binary Phase Shift Keying BPSK signal. The simulation was run at a frequency of 8MHz.

   Figure 3-6 shows the spectral correlation function for the AM signal. The modulation used here ids Double Side-Band AM signal. It is easy to detect the modulation scheme from the signal’s profile.

   ![Figure 3-6: Cyclic Spectrum of the DSB-AM-DSB.](image)

   The DSB-AM signal can also be re-obtained in an additional elevation sight to assure that the modulation scheme is correctly determined. Figure 3-7 shows an overview for the received primary signal.
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Figure 3-7: Contour Figure of the DSB-AM Signal.

Figure 3-8: Cyclic Spectrum of the BPSK.
Subsequently, we examined the secondary user signal using the same technique. Assuming that the CR transmitted signal is BPSK, the detected waveform is shown in Figure 3-8.

It is important to look at the received signals from different sides. This will avoid any ambiguity in the signals modulation / source category. Hence, the other outlook for the secondary user spectral function is shown in Figure 3-9.

The differences between the primary or rental secondary user in the spectrum pooling system and secondary simulation signals using the FFT accumulation method are substantial. These results make this method a preferred choice for this category of signal discovery. Additionally, cyclic spectrum enables accurate examination for changes in the signal’s periodicity. Thus, minor fluctuations resulting from wireless environmental changes and interference can be estimated, compared and identified.

The obtained results show that the FAM correlation function detected signals in the time domain are transferred to the frequency domain. Subsequently, other estimations are implemented to determine each signal type. Although this will ensure the accuracy of obtained results, the effects of the time spent in this process are unknown with regard to
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the detection speed. Reasonably, \( \alpha \) changes speed affects on CAF and CS will be the critical factor on the results of reliability and visibility. The simulation was performed assuming perfect transmission conditions without any consideration for environmental and systematic noise.

2. Signal Detection based on Cyclic Spectrum of Undefined Secondary user with different SNR in Cognitive Radio System:

In the second scenario, the fundamental of CR is spectrum sensing, which is a function to detect the existing spectrum location and to find the empty frequency bands that may be reused by secondary users. Additionally, our strategy implements spectrum sensing on the channel bands to detect the signal and identify whether it is a primary or secondary signal more efficiently.

In our study, there are two kinds of signal for the primary user, DVB-T, signal and hiding secondary user, AM microphone signal in AWGN channel under different values of SNR. In order to detect the CR user behaviour instantaneously and distinguish between the primary user in low SNR, as in the first scenario, we use the FAM technique.

For comparison, MATLAB\textsuperscript{\textregistered} code was created to generate the FAM method as a sensing mode for our model and two signals with different values of SNR were fed into the code as primary and secondary users.
Figure 3-11: Cyclic Spectrum of the AM signal with free noise.

Figure 3-10 and Figure 3-11 shows the spectral correlation function for DVB-T primary user signal and AM secondary user signal with noise free respectively. The diagrams show the peak values of the unique cyclic frequency. Figure 3-12 shows the counter figure of signal DVB-T in a noise free environment, and Figure 3-13 shows a contour of the AM signal in a noise free environment.

Figure 3-12: Contour Figure of the DVB-T Signal.
Figure 3-13: Contour Figure of the AM Signal.

Figure 3-14: Cyclic Spectrum of the DVB-T Signal with SNR= 5.
The following diagrams show the simulation performance of the DVB-T primary signal and the AM secondary signal, which are corrupted by an AWGN channel with different level of SNR, using the FAM scheme.

The cyclic spectrum of DVB-T and AM signals are shown in Figures 3-14 and 3-15 for an SNR equal to 5dB, the peak value of the primary and secondary users in the unique cyclic frequencies can be clearly seen. Figures 3-16 and 3-17 show the contour figures of the DVB-T and AM signals under SNR=5dB. Four clear points of the signals are seen, the unique frequency of the signals are denoted by the intersection point.
At lower SNR levels, e.g., 0 dB, the spectral correlation peaks are more corrupted by noise, but the signal peak values can obviously be seen, see Figures (3-18 and 3-19).
Figures (3-20 and 3-21) show that the background area is affected by noise. With increasing levels of SNR, the background areas get darker and there is lower visibility of the intersection points, which are mixed with noise points.
In Figures (3-22 and 3-23), taking a very low level of SNR of -10dB, the peaks of spectral correlation are overwhelmed by the noise and spatially with the secondary user.
(AM). The signals may be easily distinguished (primary and secondary on the same channel) with this low SNR. Therefore, the interference can be estimated, compared and identified under any changing transition conditions.

Figure 3-22: Cyclic Spectrum of the DVB-T Signal with SNR= -10.

Figure 3-23: Cyclic Spectrum of the AM signal with SNR=-10
The idea behind the contour figures of the spectral correlation density of the DVB-T and AM modulation signals makes the background of the foursquare band observable. The noise effect is greater when the SNR level increases, therefore the white foursquare band gets darker and worsens the visibility. This is supported by Figures (3-24 and 3-25) as shown below.

Figure 3-24: Contour Figure of the DVB-T Modulation Signal with SNR= -10.

Figure 3-25: Contour Figure of the AM Modulation Signal with SNR=-10.
On the other hand, the spectral correlation points for the DVB-T signal have improved visibility than the AM modulation signal shown in the contour diagrams. We find that the signals in the unique cyclic frequency and cyclic point in the contour diagrams are easier to detect using the FAM method, spectral correlation based peak detection at low SNR. Additionally, from analysis of the different figures shows clearly the cyclic spectrum estimation based detection, and identification for DVB-T signal is better than for the AM case.

The distinctions between the primary licence user and hiding secondary user are substantially noticeable in the wireless network system with simulated signals using the FFT accumulation technique. This result makes this method a preferable choice for this category of signal detection. The estimations from using FAM for detecting signals under noise condition are implemented to define each signal to avoid any interference (between users channel band), detect and identify hiding users (which is avoided by using spectrum charging) and for efficient Dynamic Spectrum Allocation.
3.7 Summary

This chapter has given a detailed explanation of detecting hidden secondary users using the cyclostationary FAM model in one channel spectrum band under low SNR conditions. This model works as a monitoring system in the cognitive radio application-based cyclostationary detection FAM model, which is sensing spectrum to detect both primary and secondary users. The model aims to detect any anonymous user using spectrum without paying for it, efficient spectrum allocation and avoiding interference between users. The cyclostationary FFT Accumulation method is used as spectrum sensing technique for cognitive radio application, because with this technique distinctions between signals can be made by showing different CSD for each signal. Simulation results for the cyclostationary FAM model makes this method a preferred choice for this type of signal detection.

The proposed model shows a novel improvement; as far as we are aware, no other efforts have been made to use the FAM to make a distinction between channel signals, as described here. We argue that a monitoring system can be developed using FAM and enhanced by self-learning to recognize any CR prohibited translation and deal with it at once. The learning features will allow the anticipated system to be more efficient when introducing a variety of signals.
CHAPTER 4

Performance of Spectrum Sensing Methods for UWB-CR System

4.1 Introduction

Developments in software radio are ongoing since the cognitive radio defined by [38] has been shown to be the best solution for the forthcoming spectrum congestion. Traditionally, the use of radio frequency bands has been regulated in most countries through the process of spectrum allocation in which the use of a particular frequency band is restricted to the licence holders of the band. Within this framework, spectrum has often been viewed as a scarce resource in high demand. However, measurements have suggested that most licensed spectrum is often under-utilized with large spectral holes at different places at different times [39].

Recently, wireless applications are increasing, and the short supply of radio spectrum and the coexistence of different kinds of wireless communications is one of the main issues to be solved [40],[41]. Moreover, unlicensed bands are using completely, and the licensing spectrum is difficult to access and use, for example, Wireless Local Area Network (WLAN) experiences limited frequency spectrum, and the ultra wideband (UWB) system, a new wireless standards application for a wireless personal area network (WPAN) could increase the current data rates, experiences limited transition power.

According to the FCC regulation [42], UWB is a future technology for short and medium range wireless communication networks, with different revenue choices for high data rates. Furthermore, UWB is an underlay system, because it can co-exist with licensed and unlicensed users in the same spectral domains. On the other hand, UWB also has tempting features such as the flexibility of adapting data rate, bandwidth, transmit power
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and pulse shape. Additionally, UWB has reduced complexity because it has low power consumption, and will therefore lead to a limited system cost. UWB usually has two proposed implementation methods. These technologies are orthogonal frequency division multiplexing based UWB (UWB-OFDM) and the impulse radio based UWB (IR-UWB) [43].

The opportunistic use of spectrum can be a component of the ultra wideband and cognitive radio system. In a ultra wideband system, the signal power is spread over a large bandwidth. As it shares radio spectrum with other systems, UWB can cause them harmful interference. In this condition, detecting the presence of the primary users becomes essential for the coexistence of UWB devices with any present users residing within the UWB frequency band. Therefore, combining the UWB and Cognitive radio technologies seems to be a promising solution for the future. Particularly with cognitive radio capabilities, such as sensing the spectrum reliably to ensure whether it is being used by licensed users, UWB radios can adjust the radio parameters to exploit the unused parts of the spectrum. Recent research has focused on the study of UWB coexistence, assuming that such systems will be activated in an environment characterized by the existence of heterogeneous interfering users. The essential combination of ultra wideband-based cognitive radio (UWB-CR) with spectrum sensing to detect licence spectrum under different fading environments. UWB spectrum does not require a cognitive radio setup according to FCC power levels, but in higher power levels that are required for cognitive radio.

In this chapter we will focus on implementation of the spectrum sensing in UWB-CR and evaluate various detection methods for detecting primary user signals, in different fading scenarios as figure 4-1 shows. The comparison and investigation number of detection methods under different fading channels is considered. Investigation of a number of detection methods and their comparison under different fading channels is considered.

4.2 Ultra Wideband System

The opportunistic spectrum sharing in unlicensed frequency bands of cognitive radio can be linked with ultra wideband technologies. Here we present a brief background of UWB technology and some ideas behind its use for cognitive radio for its [41]:

- It is the physical layer of a wireless personal area network.
• It facilitates high data rate and low transmission energy.
• It has been developed for radar.
• Now, it is being used in a wide variety of applications, monitoring and multimedia services.
• It utilizes and shares radio spectrum efficiently similar to CR.
• It operates in unlicensed bands, similar to CR.
• It operates between 3.1 GHz and 10 GHz.

![Diagram of Spectrum Sensing Techniques](image)

**Figure 4-1: Model of Implementation different Spectrum Sensing Methods with different fading Channels.**

The designation of the UWB signal present, whether if a bandwidth is more than 500 MHz or fraction bandwidth $B_f$ is larger than 20%. Fractional bandwidth is given by [44];

$$B_f = 2 \frac{f_h - f_1}{f_h + f_1} \quad (4 - 1)$$

Where $f_1$ and $f_h$ are lower and higher frequencies respectively, measured at -10 dB, over which the UWB impulse signal is unaffected. The UWB signal is given by
\[ s(t) = \sum_{k=-\infty}^{\infty} A_k \ast w(t - kT_s - B_k\Delta) \quad (4 - 2) \]

where \( A_k \) and \( B_k \) are modulation type \((\pm 1)\), \( w(t) \) is the waveform of the fundamental signal, the symbol duration is \( T_s \) and the offset of pulse position is \( \Delta \).

For \( w(t) \), the second derivative of a Gaussian impulse is given by:

\[ w(t) = \left[ 1 - 4\pi \left( \frac{t}{\tau_m} \right)^2 \right] \exp \left[ -2\pi \left( \frac{t}{\tau_m} \right)^2 \right] \quad (4 - 3) \]

where \( \tau_m \) is the width parameter and \( t_o < t < t_o + T_s \) is about 0.4 times the pulse width \( T_w \). For example, a Pulse Position Modulation (PPM) signal is formed applying \( A_k = 1 \) and \( B_k = \pm 1 \) as input data. A Biorthogonal Pulse Position Modulation (BPPM) signal is shaped using \( A_k = \pm 1 \) and \( B_k = \pm 1 \).

![UWB Emission Limit](image_url)

**Figure 4-2:** Demonstrates the Presenting FFC limits of different UWB Applications [38].

Regardless of the similarity with spectrum sharing, there are some differences between UWB technology and CR technology. At a given time and location, a CR utilizes unused spectrum and spectrum holes, while the UWB signal spectrum may overlap with the PU signal spectrum. Additionally, the CR technology may use upper transition power and
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may be arranged for longer range communication, where the UWB is primarily short range communication due to transmission power limitations [4]. Therefore, UWB and CR may use different frequent bands. Figure 4-2, demonstrates the present FCC limits for different UWB applications.

In order for the UWB system to have the capability to detect and reuse unused portion of spectrum, the UWB-CR system needs to sense the radio spectrum under different channel conditions to use optimally unoccupied spectrum without causing harmful interference to different users.

4.3 Cognitive Radio Requirements with UWB system Feature

One of the primary goals targeted for cognitive radio is to exploit the existing radio resources efficiently. To guarantee the best spectrum utilization, cognitive radio needs to satisfy several requirements [45].

The main cognitive radio requirements include:

i. Insignificant interference to licensed systems and the ability to avoid interference.

ii. Ability to adapt itself to different radio link qualities.

iii. Capability to sense and determine critical parameters about the channel, environment, location, using the received signal.

iv. Ability to utilize the diversity of spectral opportunity linked to adaptation of bandwidth.

v. Adaptable data rate, flexible pulse shape and bandwidth, information security, transmit power, and limited cost.

It can be seen that there is a good match between the requirements of cognitive radio and what UWB offers.

The main features of UWB signal are explained in terms of satisfying the requirements of cognitive radio.
4.3.1 Decreased Interference to Licensed Users

One of the most significant issues of cognitive radio is that the interference caused by secondary users’ devices to licensed users remains at an insignificant level.

UWB system can utilize various narrowband interference avoidance methods, such as pulse shaping, antenna design and time hopping code adjustment to desist interfering with licensed users.

4.3.2 Dynamic Spectrum

One of the key features of cognitive radio is that the targeted frequency spectrum is sensed periodically in order to ensure its availability for opportunistic usage.

Flexible spectrum shaping is a part of the UWB system. UWB communication is essentially realized via the transmission of short pulses, changing the duration or the form of the pulses directly adjusts the occupied spectrum. Various pulse shaping options in a UWB transmitter can select one of these pulse shapes and the occupied spectrum will change according to this selection.

4.3.3 Adaptable Transmit Power

UWB offers a suitable solution to the adaptable transmit power requirements of cognitive radio. Since the impulse radio is based on the transmission of discrete pulses, adapting the full transmit power is as simple and suitable as modifying the power of a single pulse. By adapting its transmit power, radio impulses can observe any set of spectral rules mandated upon the cognitive radio technique.

4.3.4 Adjustable Multiple Access

UWB is very flexible in multiple access conditions. By varying the number of chips in a frame, the number of multiple users can be determined. The task cycle in a frame can be in step with the condition for spectral occupancy. Therefore, from the goal of adaptive multiple access, UWB is a proper applicant for the cognitive radio application.
4.3.5 Limited Cost

UWB signals, which are essentially simple pulses, can be generated by low-cost analogy transmitter and receiver circuits, unless the pulses need to be digitally generated. The RF front-end required to send and imprison the UWB signals are unsophisticated and are available at reasonable prices. For these reasons, UWB system communication may be accomplished by using very low cost transmitters and receivers. This particularity of impulse radio makes it very attractive for cognitive radio, which aims at limited infrastructure and transceiver costs.

4.4 Combining UWB with Cognitive Radio

Combining UWB with cognitive radio can be mainly achieved in two ways, firstly performing the practical implementation of cognitive radio directly by impulse radio, and secondly enhancing the UWB system with cognitive radio through various sensing methods. The essential means of combining Ultra Wideband based Cognitive Radio Network UWB-CR is through spectrum sensing.

Our focus is on the spectrum sensing methods to detect the PU or SUs signals under different channel-noise conditions and then select the method that provides higher detection and lower probability of miss-detection for use in UWB-CR system nodes.

4.5 Characteristics of the Transmitter Signal

The signal to detect in our investigation is Direct Sequence Spread Spectrum (DSSS) [46]. The streaming bits, (1’s and 0’s) at $r_b$ (data rate), are applied to the waveform, to create the data modulated signal $M(t)$. The DSSS signal uses Binary Phase Shift Keying (BPSK) for spreading and data modulation. In the BPSK configuration, $0^\circ$ (phase value) represents +1 (bit value), while $180^\circ$ (phase value) corresponds to $-1$ (bit value). $G(t)$, which is a gold coded spreading waveform, is used with chip rate $r_c$ to spread the data modulated waveform.

The $s(t)$ structure for the DSSS signal is:

$$s(t) = \sqrt{2P}.d(t).c(t).\cos(2\pi f_c t - \pi f) \quad (4 - 4)$$
where $j$ is bits (1 or 0) for BPSK modulation and $f_c$ and $P$ are carrier frequency and average signal power respectively, $d(t) \& c(t)$ are the data and coded spreading waveforms.

### 4.6 Spectrum Sensing Algorithms

In this section we present Spectrum Sensing Methods to determine which method is most efficient, reliable and suitable for detecting transmitter signals under different fading and shadowing conditions to use in the UWB-CR system.

#### 4.6.1 Matched Filter Detection (MFD)

A matched filter successfully requires demodulation of the signal to detect primary users [41]. That is, the CR needs a prior knowledge of the primary user signal, such as modulation type, bandwidth and pulse shaping. This data can be pre-stored in the CR memory.

Assuming that $X[k]$ is known to the receiver, in this case the test case for the optimal detector is [47]:

$$ R = \sum_{k} Y[k] X_p[k]^* $$

(4 – 5)

$R > \gamma$  **decide signal present**

$R < \gamma$  **decide signal absent**

where $\gamma$ is the threshold of detection under any hypothesis $Y[k]$ which is jointly a Gaussian random variable, and $R$ is also Gaussian, then

$$ R \overset{\sim}{\text{Normal}}(0, \sigma_n^2 \varepsilon) \quad \text{for } H_0 $$

$$ R \overset{\sim}{\text{Normal}}(\varepsilon, \sigma_n^2 \varepsilon) \quad \text{for } H_1 $$

Where;

$$ \varepsilon = \sum_{N} \left(X_p[k]\right)^2 $$

(4 – 6)

the $P_d$ and $P_{fa}$ given as:
Where $\sigma_n^2$ the variance of the noise and $Q$ is the Q-function, defined as;

$$Q(t) = \frac{1}{\sqrt{2\pi}} \int_t^\infty e^{-r^2/2}dr$$

The number of samples required for the detector shown is:

$$K = \left[ Q^{-1}(P_{fa}) - Q^{-1}(P_d) \right]^2 SNR^{-1}$$

Where $P_d$ and $P_{fa}$ are the probabilities of detection and false alarm detection respectively.

### 4.6.2 Energy Detection (ED)

Energy detection (ED) [48], is the most likely to be used detector. The energy detector calculates the power of the received signal and compares it to the threshold. The test statistic of the energy detector is given as:

$$\mathcal{R} = \sum_{k=1}^{K-1} X[k]^2$$

Where $K$ is known as the combination interval, and is selected to meet a target detection performance.

By using the notation of the widely-known Neyman Person hypothesis testing, that is the signal presence hypothesis ($\mathcal{H}_1$) and signal absence hypothesis ($\mathcal{H}_0$), the distribution of $\mathcal{R}$ with large number of $K$ under $\mathcal{H}_0$ and under $\mathcal{H}_1$ can be estimated by the Gaussian distribution with statistic [49]:

$$\mathcal{R} \sim \begin{cases} 
\delta(K \sigma_n^2, 2K \sigma_n^4), & \mathcal{H}_0 \\
\delta(K (\sigma_n^2 + |l|^2 \sigma_s^2), 2K(|l|^2 \sigma_s^2 + \sigma_n^2)^2), & \mathcal{H}_1 
\end{cases}$$

Then the Neyman Pearson test for transmitter signal presence $\mathcal{H}_1$ is given as:

$$\Lambda(\mathcal{R}) = \frac{p(\mathcal{R};\mathcal{H}_1)}{p(\mathcal{R};\mathcal{H}_0)} > \gamma$$
Additionally, a binary hypothesis testing can be carried out by comparing $\mathcal{R}$ with another value of threshold $\gamma$ as follows:

$$ b_\mathcal{R} = \begin{cases} 1 & \text{if } \mathcal{R} > \gamma \\ 0 & \text{otherwise} \end{cases} \quad (4 - 13) $$

Where $b_\mathcal{R}$ is the variable of binary decision and the $b_\mathcal{R}$ is one bit information of signal processing during the energy observation period related to the thresholds $\gamma$.

The performance of the energy detector is calculated by $P_d$ and $P_{fa}$ given by:

$$ P_{fa} = Q\left[\frac{\gamma - K\sigma_n^2}{2K\sigma_n^4}\right] \quad (4 - 14) $$

$$ P_D = Q\left[\frac{\gamma - K(\sigma_s^2 + |h|^2\sigma_n^2)}{2K(|h|^2\sigma_n^2 + \sigma_n^2)^2}\right] \quad (4 - 15) $$

From (4-14) the $\gamma$ is given by:

$$ \gamma = Q^{-1}(P_{fa})\sqrt{2K\sigma_n^4} + K\sigma_n^2 \quad (4 - 16) $$

The number of samples $K$ are given as:

$$ K = \sqrt{2}\left[\frac{Q^{-1}(P_{fa}) + Q^{-1}(P_d)(|h|^2\mu + 1)}{|h|^2\mu}\right] \quad (4 - 17) $$

Where $\mu = \frac{\sigma_s^2}{\sigma_n^2}$ is the SNR of the transmitter signal.

Where $\sigma_s^2$ is the average received signal power. From (4-16) it is obvious that the energy detector requires noise power $\sigma_n^2$ to be known. Furthermore, it is known that the performance of the energy detector quickly worsens when the power of noise is flawed [50].

### 4.6.3 Cyclostationary Detection (CD)

In [51], the statistics of cyclostationary detection is explained as the test confirms for a shown cyclic frequency $\Omega$ the existence of conjugate or unconjugate cyclostationary from length $T$ data sequence, exploiting a consistent and asymptotically estimator of conjugate or unconjugate cyclic autocorrelation function $\mathcal{R}_{xx^*}(\tau)$ is given as:

$$ \mathcal{R}_{xx^*}(\tau) = \frac{1}{T} \sum_{t=0}^{T-1} x(t)x(t+\tau)e^{-j2\pi\Omega\tau} + \delta_{xx^*}(\tau) $$
where $\vartheta_{xx}^\alpha(\tau)$ is the estimation error. When the presence of $\alpha$ has to be checked for a given lag $\tau$ considering the second order cyclostationary, the row vector consisting and asymptotic of conjugate cyclic autocorrelation function estimation defined as:

$$\hat{r}_{xx}^\alpha(\tau) = [Re(\hat{R}_{xx}^\alpha(\tau)), Im(\hat{R}_{xx}^\alpha(\tau))]$$

$$r_{xx}^\alpha(\tau) = [Re(R_{xx}^\alpha(\tau)), Im(R_{xx}^\alpha(\tau))]$$

From using (18), can given by;

$$\hat{r}_{xx}^\alpha = r_{xx}^\alpha(\tau) + \vartheta_{xx}^\alpha(\tau)$$

Where the estimation error is:

$$\vartheta_{xx}^\alpha(\tau) = [Re(\vartheta_{xx}^\alpha(\tau)), Im(\vartheta_{xx}^\alpha(\tau))]$$

given that:

$$\lim_{T \to \infty} \sqrt{T} \vartheta_{xx}^\alpha(\tau) \sim \mathcal{N}(0, \Sigma_{xx}^\alpha(\tau))$$

Where $\mathcal{D}$ denotes the conversion in distribution, and $\mathcal{M}(0, \Sigma_{xx}^\alpha(\tau))$ is normal distribution with mean 0 and covariance matrix $\Sigma_{xx}^\alpha(\tau)$.

The covariance matrix can be written as:

$$\Sigma_{xx}^\alpha(\tau) = \begin{pmatrix}
Re\left(\frac{D_{xx} + C_{xx}}{2}\right) & Im\left(\frac{D_{xx} - C_{xx}}{2}\right) \\
Im\left(\frac{D_{xx} + C_{xx}}{2}\right) & Re\left(\frac{C_{xx} - D_{xx}}{2}\right)
\end{pmatrix}$$

Where $D_{xx}$ and $C_{xx}$ are entries of $\Sigma_{xx}^\alpha(\tau)$ shown as

$$C_{xx}^\alpha(\tau_n, \tau_m) = \frac{1}{T_L} \sum_{s=-L-1/2}^{(L-1)/2} W(s) F_{T, \tau_n}(\alpha - \frac{2\pi s}{T}) \cdot F_{T, \tau_m}(\alpha + \frac{2\pi s}{T})$$

Where $L$ is length of spectral window $W$ and

$$\tau_n \text{ and } \tau_m \text{ are the lags fixed set. } g_{T, \tau}(\omega) \text{ is defined as:}$$
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\[ G_{T,r}(\omega) = \sum_{t=0}^{T-1} x(t)x(t+\tau)e^{-j\omega t} \tag{4 - 27} \]

The fact that the primary user signal is present is shown by the hypothesis \( \mathcal{H}_1 \) and \( \mathcal{H}_0 \) shows that the primary user signal is absent. Testing of the hypothesis may be formulated as follows:

\[ \mathcal{H}_1 : \tilde{r}_{xx}^\alpha(\tau) = r_{xx}^\alpha(\tau) + \theta_{xx}^\alpha(\tau); \text{ signal is present } \tag{4 - 28} \]

\[ \mathcal{H}_0 : \tilde{r}_{xx}^\alpha(\tau) = \theta_{xx}^\alpha(\tau); \text{ signal is absent } \tag{4 - 29} \]

The distribution of \( r_{xx}^\alpha(\tau) \) under both hypotheses differs only mean if \( r_{xx}^\alpha(\tau) \) not random.

The generalized likelihood function as the test statistic for the hypothesis test is given by:

\[ T^\alpha(\tau) = T_{xx}^\alpha(\tau) \sum_{\alpha=1}^{\gamma} \{ \tilde{r}_{xx}^\alpha(\tau) \} \Rightarrow \chi^2_{2N} \tag{4 - 30} \]

It has been shown in [27] that under \( \mathcal{H}_0 \), part of the distribution of the input signal, the \( T^\alpha(\tau) \) distribution joins to \( \chi^2 \) central distribution with freedom \( 2K \) degrees where \( K \) is the observation integral with \( K \geq 1 \), this case makes measurement of the probability of false alarm \( P_{fa} \) possible for large observation length \( T \) for a certain threshold, which the asymptotically false alarm rate test under \( \mathcal{H}_0 \) can given \( \lim_{T \to \infty} T^\alpha(\tau) = \chi^2_{2N} \).

For normal distribution under \( \mathcal{H}_1 \) of the test statistic \( T^\alpha(\tau) \) shown as:

\[ \lim_{T \to \infty} T^\alpha(\tau) \overset{D}{\Rightarrow} \mathcal{N} \left( \frac{T \sum_{\alpha=1}^{\gamma} \{ \tilde{r}_{xx}^\alpha(\tau) \}}{4T \tilde{r}_{xx}^\alpha(\tau)}, \{ \tilde{r}_{xx}^\alpha(\tau) \} \right) \tag{4 - 31} \]

4.6.4 Channelized Detection (CHD)

From [52], the basic channelized receiver detector consists of a set of \( N \) filters across a total bandwidth \( B_{total} \). Channel outputs are jointly processed to appear at the required conclusion. The target is to exploit the power of channelization and develop settling techniques to find how many and what type of signals exist. The techniques considered include multirate filter processing as used for intercept receiver application.
multifilter outputs according to spectral and temporal correlation processing and analysis of
cyclostationary between channel signals[53].

In Figure 4-3, an $M$ subband channelized detector is shown. Received signal $s(t)$ is
downconverted by a bank of equally spaced mixer frequencies $f_0, f_1, \ldots, f_M$, which is then
filtered by lowpass filter $F(\omega)$, finally sampled by $(A/D)_s$ operating at $1/M$ of the full band
receiver sampling frequency. The $i_{th}$ sample of the $k_{th}$ pulse in the $m_{th}$ sub band can be
given by:

$$\begin{align*}
X_{k,m}(i) &= \left\{ a_k s(t - KT) + n(t) \right\} e^{-j2\pi f_m t} \otimes f(t) |_{t = K(T+\epsilon) + iMT_s} = \\
&= a_k e^{-j2\pi f_m t} s_m(k\epsilon + iMT_s) + n_{m,k}(i)
\end{align*}$$

(4 - 32)

Where

$$\begin{align*}
s_m(t) &= (s(t) \otimes (f(t)e^{j2\pi f_m t}))e^{-j2\pi f_m t}, n_{m,k}(i) = \\
n(t)e^{-j\omega_m t} \otimes f(t) |_{t = K(T+\epsilon) + iMT_s}
\end{align*}$$

(4 - 33)

and the impulse response of the lowpass filter is $f(t)$.

For the detection process, the greatest value from the operated-on matrix is
selected to compare with the threshold as the test statistic for the detector. The detection
threshold is determined by measuring a sequence of matrices formed using the input noise
power condition in relation to the required SNR.
To achieve the required probability of false alarm \( (p_{fa}) \), the threshold is calculated by using only input noise test statistics. The test statistics of the input signal with noise is compared with the threshold to determine the probability of detection \( (P_d) \) by dividing the sum of test statistics by the number of times it is run. This procedure is rerun for different values of SNR.

### 4.7 Performance of Detection Schemes

Here, comparisons of the described spectrum sensing methods are shown for different particular AWGN and fading channels. The BPSK modulation for DSSS suggested as the transmitter signal to detect with data rate 12.5 kHz, chip rate 1 GHz, time sample 0.01 ns and central frequency 5.25 GHz and channel bandwidth 500MHz. For the channelized detector \(M=5, 20\) and \(N_{fft} = 256\).

Five different scenarios are considered, with different channel models. The DSSS signal model is the same for all scenarios. The following parameters are common for all scenarios:

- **DSSS signal model**
- **Probability of false alarm; \(P_{fa} = 0.05, 0.1\)**

#### 4.7.1 Simulation Scenarios and Results

**Scenario I: AWGN channel model**

An AWGN channel is considered in the first scenario with different detectors. The simulation results are shown in Figures (4-4 & 4-9).

**Scenario II: Shadowing channel model**

The shadowing channel is considered in this scenario with the standard deviation of the Gaussian \( \sigma = 5 \) for different sensing algorithms. Simulation results are given in Figures (4-5 & 4-10).
Scenario III: Rayleigh fading channel model

The Rayleigh channel in the third scenario is considered for different sensing methods. Simulation results are presented in Figures (4-6 & 4-11).

Scenario IV: Rice channel model

The rice channel model in the forth scenario is considered with Rice factor $K=5$ for different detectors. The simulation results are shown in Figures (4-7 & 4-12).

Scenario V: Rayleigh fading and shadowing channel model

The fifth scenario considers the Rayleigh fading and shadowing channel models, with Gaussian standard deviation $\sigma = 5$ in shadowing for different sensing methods. The simulation results are in Figures (4-8 & 4-13).

The simulated channel models are realized by construction in MATLAB® functions for Ricean, Rayleigh fading and shadowing channels.

![Figure 4-4: Probability of Detection (Pd) versus SNR for AWGN Channel Scenario (I).](image-url)
The results show that utilizing the features of the primary signal can provide reliable detection in UWB-CR systems at slightly low SNR in the case of fading channels; this requires a priori knowledge of the parameters for the primary signal.
The probability of detection results in the graphs show that the CHD method over the range of channel bandwidths considered perform almost equally in all scenarios with a slight improvement in probability of detection Pd for the CHD method with M=5. The MFD method seems to have the best performance and gives high performance in all of the scenarios at the cost of extra computation.

Apart from the MFD method, the other presented methods do not depend upon the transmitter signal’s parameter information. The energy detector and cyclostationary detection do not require any knowledge about the signal parameters. Additionally, the ED method has the best performance compared with CD and CHD methods, but its drawback is that it assumes perfect knowledge of the noise level. Therefore, the ED method works very well if the noise power is known; in practical scenarios, the noise power is estimated. Moreover, if there is interference in addition to the noise, such as from another secondary user, the energy detector would not be able to recognize the primary signal from the interfering signal, whereas the cyclostationary detector would. The advantage of the CD method lies in that there is no requirement to know the noise level variance. A general observation is that the energy detection (ED) method slightly outperforms the cyclostationary detection (CD) method in all scenarios, in the level $Pd \geq 0.1$. In real conditions, the probability of detection below this region will be unacceptable, as there
would be too much interference to the primary users, sharing the sensing information between cognitive nodes by using UWB.

Figure 4-8: Probability of Detection (Pd) versus SNR for Rayleigh and Shadowing channel Scenario (V).

Figure 4-9: Probability of Miss Detection (Pmd) versus SNR for AWGN channel Scenario (I).
The probability of miss-detection are evaluated for a false alarm probability (Pfa) of 0.05. All detection methods are simulated under different AWGN and fading channels and the probability of miss-detection is compared for the detectors’ algorithms in all cases. Results show that the MFD method has less probability of miss-detection compared with other detectors, and ED, CD, CHD with M=5 have approximately the same miss-detection performance for different noise channels. Meanwhile, the CHD with M=20 has a higher probability of miss-detection; the result is that the MFD method is most suited for UWB-CR systems to detect primary transmitters.

![Figure 4-10: Probability of Miss Detection (Pmd) versus SNR for Shadowing channel Scenario (II).](image-url)
Figure 4-11: Probability of Miss Detection (Pmd) versus SNR for Rayleigh channel Scenario (III).

Figure 4-12: Probability of Miss Detection (Pmd) versus SNR for Rice channel Scenario (IV).
Figure 4-13: Probability of Miss Detection (Pmd) versus SNR for Rayleigh and Shadowing channel Scenario (V).

Figures 4-14 and 4-15 show the probability of detection (Pd) for different methods, for a false alarm probability equal to 0.05 & 0.1 under AWGN and Rayleigh & shadowing fading channels.

Figure 4-14: Probability of Detection (Pd) versus SNR for AWGN channel with various Pfa in different Sensing Methods.
Figure 4-15: Probability of Detection (Pd) versus SNR for Rayleigh and Shadowing channel with various Pfa in different Sensing Methods.

Figure 4-16 shows the CD and CHD’s Algorithms performance for miss-detection probability under Ricean, Rayleigh and shadowing noise channels are more or less equal, with a slight advantage for the CD algorithm.

Figure 4-16: Probability of Miss Detection (Pmd) versus SNR for (CD, CHD M=5 and CHD M=20) Methods with various Fading Channels.
The graphs in Figure 4-17 show that the ED, CD and CHD algorithms perform almost equally in terms of Probability of Miss-detection (Pmd) with Rice, Rayleigh and shadowing noise channels.

Figure 4-17: Probability of Miss Detection (Pmd) versus SNR for (ED, CD and CHD M=5) Methods with various Fading Channels.

Figure 4-18: Probability of Miss Detection (Pmd) versus SNR for (MFD, ED and CD) Methods with various Fading Channels.
Figure 4-19: Probability of Miss Detection (Pmd) versus SNR for (CHD M=5, ED and MFD) Methods with various Fading Channels.

Figure 4-18 shows that the CHD, ED algorithms perform similarly in terms of Probability of Miss-detection (Pmd) for the MFD method with Rice, Rayleigh and shadowing noise channels.

Figure 4-20: Probability of Miss Detection (Pmd) versus SNR for (ED, CHD M=20 and MFD) Methods with various Fading Channels.
Figure 4-19 shows that the CHD algorithm perform almost equally with a slight advantage for the ED method and with considerable improvement in terms of Probability of Miss-detection (Pmd) for the MFD method with Rice, Rayleigh and shadowing noise channels.

Figures 4-20 and 4-21 show that the CHD algorithm perform almost equally with a slight advantage for the ED and CD methods, and considerable development in terms of Probability of Miss-detection (Pmd) for the MFD method with Rice, Rayleigh and shadowing noise channels.
4.8 Summary

We can summarize the key finding of applying spectrum sensing algorithms to detect spectrum band in Ultra Wideband-based Cognitive radio networks by:

1. Various sensing techniques for the detection of transmitter signals has been considered in this chapter.

2. The advantages of the different detectors have been proved by simulation.

3. A general solution for the best and reliable detector has been proposed and a suitable Matched filter detection method under different fading channels is used for detecting transmitter signals through UWB-Cognitive Radio Network, especially if all signal parameter information required for the detection of primary users are known for cognitive radios.

4. Another solution to the same problem is considered by using the energy detection scheme, because it appears to provide good performance and is a good candidate for implementation in UWB-Cognitive Radio spectrum sensors.

This chapter offers solutions aimed at improving the probability of detecting primary transmitter signals that provide a better experience to the cognitive radio users in terms of selecting a suitable detector. The Matched falter detector in UWB-CR under different fading channel conditions improves the detection probability performance even when different fading channels are used.
CHAPTER 5

Cooperative Spectrum Sensing in Cognitive Radio Networks

5.1 Introduction

Cognitive radio networks, comprising many randomly-deployed, low cost, low power, functional nodes co-operating to achieve a common goal, are used in various communication application systems [54]. Cognitive radio nodes can detect and identify primary users’ signal data in the spectrum channel bands in order to reuse unoccupied spectrum and spectrum holes and to track primary transmitters. Cognitive radio network nodes can particularly be used to implement primary networks transition task, such as spectrum sensing. A cognitive radio network consisting of radio frequency nodes that are distributed over an area of use can be utilized to detect the signals of primary users to determine their frequency channel bands. Figure 5-1 shows a scenario of this idea. Through cooperation amongst the CR nodes, the detection performance and accuracy of estimation are improved, and the time required for detection is minimized, maximizing the life of the CR nodes [55].

In the sensing stages, every SU senses individually (local sensing), and all local decision information is reported to the common receiver during the reporting stage. Finally, the common receiver applies one of the fusion rules to combine all the local observation data in order to make a global decision on the presence or absence of the PU during the decision making stage. However, when local observations are forwarded to a common receiver through fading channels, the performance of sensing can be severely degraded. In order to overcome this problem, several works propose cluster-based cooperative sensing methods [56-57]. In these methods, few cognitive radio users with similar location are collected into a cluster. In every cluster a favourable user is selected to be cluster header.
This approach significantly improves the sensing performance in comparison with traditional method.

5.2 Collaborative Wideband Spectrum Sensing in Cognitive Radio Networks

This section presents the proposed cognitive radio networks based collaborative wideband spectrum sensing method to detect primary signals and determine their frequency bands in order to reuse unoccupied bands. Multi-resolution spectrum sensing method, collaboration spectrum sensing and modified two-bit hard combination schemes are considered. Figure 5-2 shows the flow chart of the cognitive radio network based collaborative wideband spectrum sensing proposed in this chapter. In the first stage, all nodes in the cognitive radio network apply coarse resolution sensing to achieve a fast examination of the spectrum that is needed in the second stage; modify two-bit hard
combination combines the results of the coarse resolution sensing to detect the signal and to determine frequency bands that require further detailed examination. Then, fine resolution sensing is applied to these frequency bands to narrow down the spectral bands of the signals in the third stage. In the final decision stage, the channels processed from every node through modify two-bit combination stage, to determine the primary signal channel and weak channel that are combined to provide occupied channels for the final list. To avoid interference to the primary and cognitive radio users (using vacant spectrum or frequency holes in the primary spectrum), information is reported to the decision node. Thus, the list of vacant channels will be used to allocate spectrum and distribute to cognitive radio users in the unoccupied spectrum of primary users.

The method is described below:

1. A CR node, chosen as the decision node, conducts coarse resolution spectrum sensing over the complete bandwidth of the primary spectrum and decides three thresholds, which are used to separate the observation range into four areas [59].
2. The information from these thresholds are sent to all other CR nodes, so that every node should apply the same thresholds. Then all nodes apply coarse resolution spectrum sensing to the band.

3. CR Nodes send information to the decision node about the observed areas of energy as two-bit values.

4. Using the proposed approach, the decision node will determine the spectrum bands on which fine-resolution spectrum sensing will be implemented and which CR nodes will apply fine-resolution spectrum sensing on the chosen spectrum bands. In particular, the highest energies that the nodes sense in the determined spectrum bands have fine resolution sensing applied to them.

5. To determine the frequency bands of the primary signals, each CR node applies the maximum of the three threshold values after fine resolution sensing, and this data is reported to the Medium Access Control (MAC) unit - occupied, unoccupied and weak primary spectrum channel bands.

The following explains in detail the schemes used in the proposed method.

5.3 Multi-Resolution Spectrum Sensing Method

MRSS is classified as one of the energy detection techniques [61]. This technique senses the spectrum at two different resolutions, coarse and fine resolution. In the MRSS method, the coarse resolution spectrum sensing examines the whole system bandwidth [8], thus providing a quick sensing of the primary signal spectrum. Subsequent to this, fine resolution sensing spectrum is implemented on the spectral bands where more searching is necessary. With this technique, the whole system bandwidth is not tested comprehensively, therefore the power consumption and the time of sensing are considerably reduced.

This technique is classified as a wavelet-based approach [61], which is explained below.

5.3.1 Wavelet-based MRSS

Figure 5-3 shows the block diagram of the suggested wideband analogue wavelet-based MRSS method. The pulse duration of the wavelet generator and the sinusoidal
functions for frequencies are changed to examine the spectrum at different resolutions in the wavelet-based MRSS method. In order to implement different sensing resolutions, width $T_y$ and frequency $f_{\text{sweep}}$ are adjusted, and to examine the frequency band of the primary spectrum, the search frequency value $f_r$ is changed. Large $T_y$ or small $f_{\text{sweep}}$ offers fine resolution sensing, while smaller $T_y$ or a large $f_{\text{sweep}}$ offers coarse resolution sensing.

As shows in Figure 5-3, first able, $T_y$ which is a wavelet pulse with duration is multiplied with sinusoidal functions (cosine and sine) that have the same frequency as the search frequency. After that, the multiplication products are combined by the received RF signal $s(t)$. The output is then integrated in the analogue correlator. The result of the analogue correlators is initially squared and then summed. The spectral density at $f_r$ results from the square root of this summation [61]. The process of this method is as follows:

$$y_{1,r}(t) = y(t) \cos(2\pi f_r t) \quad \text{for } r = 0, \ldots, R$$

$$y_{0,r}(t) = y(t) \sin(2\pi f_r t) \quad \text{for } r = 0, \ldots, R$$

Where $y(t)$ is a wavelet pulse, $f_r = (f_{\text{start}} + rf_{\text{sweep}})$ is the search frequency value is $r^{th}$ and $R = \text{around}[(f_{\text{stop}} - f_{\text{start}})/f_{\text{sweep}}]$ is the number of search frequency values.

---

**Figure 5-3: Block Diagram of Wavelet-Based MRSS Technique [58].**
The frequency period \((f_{\text{stop}} - f_{\text{start}})\) is investigated by sweeping \(f_r\) by the amount of \(f_{\text{sweep}}\). The spectral contents \(Z_{l,r}(t)\) and \(Z_{q,r}(t)\) of \(s(t)\) input signal are calculated by analogue correlators for every \(f_r\), as shown in (5-3) and (5-4);

\[
Z_{l,r}(t) = \frac{1}{T_y} \int_{r,T_y}^{(k+1),T_y} [s(t)\{y(t)\cos(2\pi f_r t)\}]dt \tag{5-3}
\]

\[
Z_{q,r}(t) = \frac{1}{T_y} \int_{r,T_y}^{(k+1),T_y} [s(t)\{y(t)\sin(2\pi f_r t)\}] dt \tag{5-4}
\]

The following equation (5-5) shows the spectral density is represented by the magnitude \(P_r\) at frequency \(f_r\).

\[
P_r = \sqrt{Z_{l,r}^2(rT_y) + Z_{q,r}^2(rT_y)} \tag{5-5}
\]

Where, the discrete value of \(Z_{l,r}(t)\) and \(Z_{q,r}(t)\) are \(Z_{l,r}(rT_y)\) and \(Z_{q,r}(rT_y)\), at every wavelet pulse \(T_y\) width the \(Z_{l,r}(rT_y)\) and \(Z_{q,r}(rT_y)\) are obtained sampling. The output is averaged by calculating \(P_r\) more than once; averaging reduces the level of the noise floor and makes the signal more noticeable.

Figure 5-4: Output for Different Primary signal using MRSS Spectrum Sensing Technique [62].

Coarse and fine resolution spectrum sensing can be clearly shown by investigating the results of this method [62]. Figure 5.4 shows the spectrum for the input primary signal to the system, which is shown in Figure 5-3.
Figure 5-4 shows three different primary signals in the central area of the spectrum: 597 MHz, 615 MHz and 633 MHz are carrier frequencies, with bandwidths of 200 KHz, 6 MHz and 7 MHz respectively.

![Figure 5-5: MRSS result for coarse resolution sensing [62].](image1)

![Figure 5-6: MRSS result for fine resolution sensing [62].](image2)

The result of the coarse resolution spectrum sensing is shown in Figure 5-5, with implementation parameters, width of window pulse $T_w = 0.1 \mu s$ and frequency $f_{sweep} = 5$ MHz.
Figure 5-6 shows results for the fine-resolution spectrum with parameters, width of window pulse $T_y = 1 \, \mu s$ and frequency $f_{\text{sweep}} = 2 \, \text{MHz}$.

The window pulse width $T_y$ and frequency $f_{\text{sweep}}$ determine the resolution of this method. Comparing figures 5-5 and 5-6 shows that the fine resolution sensing in Figure 5-6 gives better primary signal detection performance during the sensing resolution stage.

The main advantage of this technique is that a wavelet pulse works as a band pass filter and rejects the noise in the input primary transmitted signal. A filter bank is also not needed, because of adjusting the frequency $f_{\text{sweep}}$ and the wavelet pulse width $T_y$. Furthermore, since most of the work is done in the analog domain, the complexity of the digital circuit can be reduced considerably and real time sensing and reduced power are achievable.

### 5.4 Fusion Schemes in Cooperative Spectrum Sensing

As mentioned in Chapter 2, received signal strength can be very weak under fading or shadowing conditions and this problem can prevent a node from detecting a primary transmitter signal. There is another challenge such as noise, and to solve this problem a technique called feature detection is used [63].

The idea behind collaborative spectrum sensing in a cognitive radio network is the cooperation of cognitive radio nodes in determining the primary transmitted signal in the RF spectrum. Decision nodes will receive all information (test statistics) from the nodes about the existence of the primary transmitted signal, with the decision node usually being one of the nodes. During this collaboration detection, the effects of noise, fading and shadowing can be reduced. If the primary transmitter signal in not detected by one cognitive radio node, it will probably be detected by others. Furthermore, individual nodes need high sensitivity to detect the primary transmitter signal compared to the cooperative spectrum sensing, which improves the overall detection sensitivity. This leads to minimizing the hardware and complexity, because nodes work with less sensitive detectors.

Hard fusion and soft fusion are different schemes in the cooperation spectrum sensing and can also be also called hard combining and soft combining, respectively. Each scheme sends different types of information to the decision node.
Below both schemes (hard fusion and soft fusion) are introduced, which build the basis of the proposed approach that is explained in detail later.

5.4.1 Soft combining

In the soft fusion scheme, cognitive radio nodes send all their scanning spectrum data information without making any decision to the decision node. By collecting these data, the decision node makes the final decision. The advantage of this scheme compared with decision fusion provides better performance, but it has more overhead than decision fusion [64].

5.4.2 Hard combining

In this scheme different secondary user nodes are individually sensed and then send their binary decision information about the existence of the primary transmitted signal to the master node (decision node) that makes the final decision concerning the detection of the primary signal [65]. The existence of the primary signal can be determined by comparing the energy of the sensed with the threshold. The binary signal is sent from each cognitive node as one-bit either 1 for signal present or 0 for absent.

The final decision node uses three main rules [66]:

i. OR Rule

The OR Rule: the decision node decides that the primary signal is present, since one of the cognitive radio nodes sensed the primary user’s signal and sent a logical 1 to the decision node.

ii. AND Rule

The AND Rule implementation is: decision node decides that the primary signal is present by collecting all information (logical 1) from the cognitive radio nodes (all cognitive radio nodes confirmed that the primary signal exists).

iii. Majority Rule

The Majority Rule, the third rule, is based on the decision node deciding that the primary signal is present by receiving information from the majority of the cognitive radio nodes that confirm the primary signal exists through the sending of logical 1.

Assuming there are \( i^{th} \) CR nodes that receive a sample of the primary signal \( j^{th} \), as equation (5-6) shows:
\[ x_{ij} = \begin{cases} \frac{m_{ji}}{\sqrt{P_{av,i}}} a_{ij} + m_{ij} & H_0 \\ H_1 \end{cases} \quad (5 - 6) \]

Where:
1 \leq i \leq N : N is the number of CR nodes.
1 \leq j \leq S : S is the number of samples.
\[ \sqrt{P_{av,i}} a_{ij} \] is the received primary signal.
\[ P_{av,i} \] is the average received power primary signal
\[ a_{ij} \] : Zero-mean complex Gaussian random variable and variance.
\[ n_{ij} \] : is white of noise.
\[ H_0 \] : is the hypothesis of I primary signal.
\[ H_1 \] : is the hypothesis of present primary signal

A test statistic at the \( i^{th} \) CR node of observed energy is obtained as shown in equation (5-7);
\[ Z_i = \sum_{j=1}^{S} x_{ij}^2 = \begin{cases} c_{i0} & H_0 \\ (1 + p_{av,i}) c_{i1} & H_1 \end{cases} \quad (5 - 7) \]

With S degrees of freedom: random variable of distributed for central chi-square is \( c_{i0} \) and \( c_{i1} \). In the equation (5-7) the decision node collected the test statistics information from all CR nodes.

In the equation (5-8);
\[ LR(Z) = \frac{pr(W|H_1)}{pr(W|H_0)} \begin{cases} H_1 & \lambda \\ H_0 \end{cases} \quad (5 - 8) \]

Decision criterion is made by applying Neyman-Pearson.

Where \( \lambda \) is the threshold which is from the probability of false alarm calculated and
\[ Z = (Z_1, Z_2, Z_3, ..., Z_N) \].

There is a scheme, called two-bit hard combination, that was later proposed as a hybrid combining (hybrid fusion) scheme. This scheme is explained in the next page.

### 5.4.3 Two-bit hard combination scheme

The main advantages of the Two-bit hard combination scheme are greater performance as obtained in the data fusion (soft combination) approaches and lower overhead as obtained in decision fusion (hard combination) approaches [59]. The main
parameters of the Two-hard combination scheme is \((\lambda_1, \lambda_2, \text{ and } \lambda_3)\) thresholds for the CR nodes corresponding to the probability of false alarm or probability of detection; the whole observation area is divided into more than three regions as shown in Figure 5-7.

The Two-Hard Combination is proposed to be implemented such that the successful presence of the primary transmitter signal is if:

- One of the observed energy values falls in region 3.
- Or \(L\) ones of the observed energy value fall in region 2
- Or \(L^2\) ones of the observed energy values fall in region 1

in other words, each region is allocated a figure weight, as follows:

\[ w_0 = 0, \quad w_1 = 1, \quad w_L = L, \quad w_{L^2} = L^2 \]

The weighted decision is given by [64]:

\[ N_b = \sum_{j=0}^{3} w_j N_j \]

From equation (5-9), \(N_j\) is the number of observed values falling in the \(j^{th}\) region. Then \(N_b\) compared with threshold \(L^2\), if the \(N_b\) is greater than or equal to \(L^2\), primary transmitted signal is present, otherwise absent.
In this scheme, the thresholds $\lambda_1, \lambda_2, \lambda_3$ and $L$ are determined by using the Neyman-Pearson criterion to increase the average overall probability of detection of all the cognitive radio nodes in the network for a given overall probability of false alarm that optimizes the performance of detection.

### 5.4.4 Proposed Approach Scheme.

This chapter proposes the modify two-bit hard fusion for cooperative spectrum sensing. The main design of the two-bit hard combination scheme proposed in [59] is used. Three thresholds are used to divide the whole range of observed energy into four areas. The decision node collects two-bit information from each cognitive radio after taking measurements in the energy regions of interest. If each node sends more than two-bits of information for the region of observed energy, this will lead to greater overhead. It is demonstrated that soft combination methods have considerable performance enhancement over conventional hard combination [6]. The development proposes a new hard combination method with only two-bit overhead for each CR user, which exhibits much better performance than the softened-hard combination method and conventional hard combination methods with only one-bit overhead for each CR user.

![Figure 5-8: Regions of Observation Energy in the proposed approach scheme.](image)

Figure 5-8 shows each CR node that observes the energy level in different areas. The CR node that observes an energy level in region 3 will send bits ‘11’ to the decision node and the CR node that observes an energy level in region 0 does not send any information to the decision node.
The Neyman-Pearson criterion is used to determine thresholds of the proposed scheme. Every possible decision is hard-assigned; the Neyman-Pearson criterion state is powerful [67]. To decrease the probability of detection (Pd), we attempted to fix the probability value of false alarms \( P_{fa} \) by using the Neyman-Pearson criterion to determine the thresholds. The \( P_{fa} \) chosen for determining the second threshold is \( \lambda_2 = 10^{-1} P_{fa} \); for the third threshold, \( \lambda_3 = 2 \times 10^{-2} P_{fa} \), and for the first threshold, \( \lambda_1 = P_{fa} \).

The thresholds shown in the example are given by:
\[
\lambda_m = (m - 1) \times 10^{-(m-1)} \times P_{fa} \quad m = 2,3
\]
(5 - 10)

Where \( m \) is the threshold index,

Using the following equation allows a decision to be made as to whether the primary transmitted signal is present:

\[
\sum_{k=1}^{3} w_k N_k \geq \frac{M}{2} + 1
\]
(5 - 11)

where \( M \) is the number of cognitive radio nodes in the network, \( N_k \) is the number of observed values in area \( k \), and \( w_k \) is the weight rate of area \( k \). For example, the weight for area (7) is \( w_3 = \frac{M}{2} + 1 \), and for area (0) is \( w_0 = 0 \), therefore in the equation (5-11) the primary transmitted signal is confirmed as present if the weighted summation of is greater than \( \frac{M}{2} + 1 \). To determine the weights for the observed energy in the different regions, we use the following method:

a) Region 3, weight is \( w_3 = \frac{M}{2} + 1 \): one of the CR nodes in the network observes energy in region 1 and, in the other regions, there is no observed signal energy.

b) Region 2, weight is \( w_2 = 2 \): 50% of the CR nodes in the network observe energy in region 2 and, in the other regions, there is no observed signal energy.

c) Region 1, weight is \( w_1 = 1 \): 100% of the CR nodes in the network observe energy in region 1 and, in the other regions, there is no observed signal energy.

In all of above, the primary transmitted signal is detected as present.
Where $w_k$ and designing subject for thresholds. If the number of CR nodes in the network change, the observed energy in different regions can be used to calculate threshold values from the weight, for example 30\% of the CR nodes in region 3 means that $w_3 = 3.333$.

Another set of coefficients can be used as shown in equation (5-12);

$$\lambda_m = 10^{-m} \times P_{fa} \quad m = 2,3 \quad (5 - 12)$$

The threshold index is $m$. 
5.5 Simulation Results

Simulation results are given in the next section. The number of the averaged power spectral density \(N_{avg}\), signal to noise ratio (SNR), and the number of CR nodes for signal detection of the collaborative spectrum sensing of the proposed method are particularly considered. The detection performance for the proposed method is evaluated in comparison with the traditional fusion centre schemes and the two-bit hard combination method.

Figure 5-1 shows the simulation scenario. In this scenario, the CR nodes are randomly deployed around the region of interested the transmitted signals of primary users are determined in the spectral bands by detection by CR nodes.

The proposed, as in Figure 5-2, is summarized in the following stages:

I. Three thresholds are determined by the decision node.

II. For detecting within the spectrum bandwidth, all CR nodes apply coarse resolution spectrum sensing, except the decision node.

III. The proposed scheme determines two-bit information (by applying the three thresholds) for each CR node in (II) and sends the data to the decision node.

IV. The occupied spectrum bands are determined by the decision node and selects the CR nodes with strong two-bit detection, which apply fine resolution spectrum sensing on these spectrum bands.

V. The CR nodes that apply fine resolution spectrum sensing, determine the primary transmitted frequency bands.

VI. The report is sent to the decision node again to determine the occupied, vacant and weak channels on which to distribute the combination of CR nodes on the unoccupied channels, avoiding occupied and weak channels to prevent interference between the primary user and CR nodes communications.

Multi-resolution spectrum sensing (see Figure 5-3) determines the three thresholds; the stapes are composed of a low noise amplifier (LNA), Wavelet pulse generator (window generator), cosine function generator, multipliers, integrators and detector.
The input noise used (LNA + thermal noise) is given as follows:

For LNA, assuming $G = 40 \text{ dB}$ and $F = 5 \text{ dB}$, where $G$ is gain value and $F$ is noise figure value.

For the thermal noise:

$$N_{\text{thermal}} = G_k H_{\text{Sys}} B$$  \hspace{1cm} (5 - 13)

Where $G$ is the LNA gain, $k = 1.38 \times 10^{-23} \text{ J/K}$, the Boltzmann constant, $H_{\text{Sys}}$ is the system temperature, and $B$ is the system bandwidth; the system temperature is given by,

$$H_{\text{Sys}} = H_{\text{Ant}} + H_{\text{Line}} + L_F H_{\text{PreAmp}}$$  \hspace{1cm} (5 - 14)

where: $H_{\text{Ant}}$ is the antenna temperature, $H_{\text{Line}}$ is the temperature of the line, $L_F$ is the line loss factor, and $H_{\text{PreAmp}}$ is the temperature of the preamplifier. Assume $290K^o$ is the antenna temperature and the line is lossless between the LNA and antenna, the equation in (5-14) becomes:

$$H_{\text{Sys}} = 290K^o + H_{\text{PreAmp}}$$  \hspace{1cm} (5 - 15)

When $H_{\text{PreAmp}} = (F - 1) \times 290K^o$ using $F = 3.16$ than the temperature of the system is as intended $H_{\text{Sys}} = 916K^o$. Then the thermal noise value is:

$$N_{\text{Termal-DB}} = G_{\text{dB}} + K_{\text{dB}} + H_{\text{Sys-DB}} + B_{\text{dB}}$$  \hspace{1cm} (5 - 16)

When $G_{\text{dB}} = 40$, $K_{\text{dB}} = -228.60$ and $H_{\text{Sys-DB}} = 29.62$, the window length is $0.1\mu\text{s}$ designed to determine the threshold and corresponds to $10 \text{ MHz}$, the system bandwidth, then the value of thermal noise is $-88.98\text{dB}$.

The rectangle window is used in the design and is defined as:

$$W[m] = \begin{cases} 1 & \text{if } 0 \leq m \leq M_w \\ 0 & \text{otherwise} \end{cases}$$  \hspace{1cm} (5 - 17)

Where;

window length = $M_w + 1$, pulse length of window $T_y = (M_w + 1)/f_s$, where $f_s$ is the sampling frequency. $T_y$ is adjustable to apply multi resolution spectrum sensing.

The parameter values are chosen as follows: $f_s = 1 \text{ GHz}$.

The frequency spectrum of the primary signal is assumed to be between:
$f_{start} = 31$ MHz and $f_{stop} = 130$ MHz.

The outputs of the integrators are:

$$Z_I(r) = \frac{1}{T_y} \int_{0}^{T_y} [s(t)\{y(t)\cos(2\pi f_r t)\}] dt \quad \text{for } r = 0, \ldots, R$$

(5-18)

$$Z_Q(r) = \frac{1}{T_y} \int_{0}^{T_y} [s(t)\{y(t)\sin(2\pi f_r t)\}] dt \quad \text{for } r = 0, \ldots, R$$

(5-19)

When the rectangular window pulse has length $T_y = y(t)$,

$f_r = (31 \times 10^6 + r f_{\text{sweep}})$

With

$R = \text{around} \left[ \frac{(130 \times 10^6 \text{ Hz} - 31 \times 10^6 \text{ Hz})/f_{\text{sweep}}}{f_{\text{sweep}} = 5 \text{ MHz and } T_y = 0.1 \mu s \text{ are chosen for determination of the three thresholds.}} \right.

When the input is a Gaussian random variable, the detector outputs a Rayleigh distributed variable, and is given by;

$$P_r = \sqrt{Z_I^2(r) + Z_Q^2(r)}$$

(5-20)

Where $P_r$ is the power spectral density and is calculated by averaging.

To determine the thresholds, noise-only distribution inputs to the envelope detector are assumed to be Gaussian with zero mean and variance $\sigma^2$, the Rayleigh distribution with the range parameter $\sigma$ is the output of the envelope detector. The regions under the probability density function of the output distribution are the values of the thresholds. In other words, to determine the thresholds the regions under the output distribution for different values of $P_{fa}$ are calculated.

Then all CR nodes are given the values of the thresholds, after which all CR nodes apply coarse resolution by passing the RF signal through shadowing and the multipath fading channel for rapidly sensing the spectrum. The sensing parameters are selected as: $f_{\text{sweep}} = 2$ MHz and $T_y = 2 \mu s$, $f_s = 1$ GHz, bandwidth = 0.5 MHz, thermal noise for coarse resolution sensing = -101.99 dB.

The primary transmitter parameter is assumed to be: 64QAM modulation with carrier frequency = 105 MHz, determined in the local area with CR nodes. After applying coarse resolution sensing, the results are compared with the three thresholds and the two-
bit values of the proposed approach are determined for each value of frequency at every node and the bit information is sent to the decision node. Then, the two-bit data from each stage (of the proposed approach) is collected from all nodes and the decision node decides if the primary signals are present or absent.

The next stage implements fine resolution sensing; the aim of which is to determine the frequency band of the primary signals. As mentioned earlier the difference between coarse and fine resolution are the values of $f_{\text{sweep}}$ and $T_y$, which are chosen for fine resolution as $T_y = 4 \mu s$ and $f_{\text{sweep}} = 500 \text{ kHz}$. The fine resolution is applied by the nodes which are selected by the decision node, so that the CR nodes sense the highest energy in these frequency bands.

MATLAB® simulation code was created to implement the MRSS method and the modified two-bit hard combination scheme as the sensing mode for developing our proposed model. In particular, the effects of the number of CR nodes, the number of power spectrum density averaged ($N_{\text{avg}}$) and SNR on detection performance are evaluated for the collaborative spectrum sensing of the proposed method.

The SNR given by:

$$SNR_{dB} = 10 \log_{10} \left( \frac{\text{Power of Signal}}{\text{Power of Noise}} \right)$$  \hspace{1cm} (5 - 21)

Throughout this chapter simulation results show the implemented probability of detection as a performance measure of detection; in every case simulations were run 1000 times. The simulation parameters used are a Gaussian standard deviation $\sigma = 10$, and probability of false alarm as $P_{fa} = 0.05$. All simulations used 64QAM modulation with 105 MHz carrier frequency as the primary signal transmitter.

The probability of miss-detection (PMD) and probability of detection (PD) are defined as:

$$PMD = 1 - \frac{N_{\text{p of Primary Transmitter}}}{N_{\text{smu}}}$$  \hspace{1cm} (5 - 22)

and;

$$PD + PMD = 1$$

where $N_{\text{p}}$ is the Number of Detections and $N_{\text{smu}}$ is the Simulation Runs Number.
- To investigate the effects of the power spectrum density averaged \( (N_{avrg}) \) on the probability of detection.

Figure 5-9 shows the probability of detection versus the effect of power spectrum density averaged \( (N_{avrg}) \) in collaborative spectrum sensing at \( \text{SNR} = -5 \text{ dB} \); the performance for different numbers of CR nodes can be seen. Figure 5-10 shows the
probability of detection vs. Power spectrum density Averaged for different values of SNR, with the number of CR nodes fixed as 12 in the collaborative spectrum detection scheme. Note from both figures that the probability of detection increases when the numbers of PSD averaged increases.

Figure 5-9 shows that 18, 14 or 10 CR nodes perform the worst detection of the primary transmitter signal than six CR nodes when the ($N_{avrg}$) is less than twenty. This is due to the positions of the CR nodes positions and the applied decision measure. Figure 5-10 indicates that the probability of detection is improved when $N_{avrg}$ increases and that the probability of detection degrades with particular $N_{avrg}$ for low SNR.

- To investigate the probability of detection effects with different numbers of CR nodes. In particular, CR nodes are assumed to fail in CR networks due to limited battery energy, or environmental effects. For that condition the number of CR nodes sharing the collaborative spectrum sensing can change.

Figure 5-11: Probability of Detection (PD) vs. Number of CR nodes with Different $N_{avrg}$. 
Figure 5-12: Probability of Detection (PD) vs. Number of CR nodes with Different values of SNR.

Figure 5-11 shows, the probability of detection vs. number of cooperating CR nodes for different power spectrum sensing averaged numbers at an SNR of -5dB. Figure 5-12 shows the probability of detection effected by different numbers of cooperating CR nodes when $N_{avrg} = 14$ and at different values of SNR.

The plot of $(N_{avrg})= 12$ in Figure 5-11 shows that if there are 20 CR nodes sharing in the collaborative spectrum sensing, the greatest detection performance is achieved. The other greater probability of detection value occurs when 10 CR nodes are shared. Changing probability of detection values are achieved for other numbers of CR nodes in this graph. These results are due to the position of the CR nodes and the applied decision measure, leading to the conclusion that the position of nodes 20 and 10 are the closest nodes to the primary transmitter. Furthermore, Figure 5-12 shows that the probability of detection increases with increasing $(N_{avrg})$, which may be seen from the different plots since higher $N_{avrg}$ plots are more smooth than the plot of $N_{avrg} = 12$.

In Figure 5-11 we can see, for the number of CR nodes, lower SNR is achieved for a minimum probability of detection. Also in Figure 5-12 we can see, that the different position of nodes can affect the smoothness of the plot with different values of SNR.

- To investigate the probability of detection at different SNR: Figure 5-13 illustrates the effect of signal-to- noise ratio on the probability of detection for four different $N_{avrg}$ with 12 CR nodes sharing in collaborative spectrum
sensing. As seen in Figure 5-14 there are different plots of probability of detection versus different SNR for four different numbers of cooperating CR nodes when $N_{\text{avg}} = 14$.

![Probability of Detection (PD) vs. SNR (dB) with Different $N_{\text{avg}}$.](image1)

Both figures show the probability of detection is improved with high SNR.

![Probability of Detection (PD) vs. SNR (dB) with Number of CR nodes.](image2)
As seen in Figure 5-13 a higher probability of detection is achieved with increasing values of $N_{avg}$.

As previously mentioned, the applied decision measure and the position of the CR nodes may affect performance of detection and this may cause a reduction in the probability of detection with increasing number of CR nodes. This problem can seen in Figure 5-14, the reduced probability of detection is compared for 18, 14, 10 and 6 CR nodes.

- In particular, our proposed model is compared (detection, miss-detection and false alarm performance) with simulated other traditional fusion (combination) schemes such as, the OR rule, Majority rule and two bit hard combination.

It is assumed, for comparison between schemes, that in the region there are four CR nodes sharing in the collaborative spectrum sensing, the number of power spectrum density ($N_{avg}$) is 14, the probability of false alarm $P_f =0.05$, and the Gaussian variable standard deviation in the channel model $\sigma$ is 10. All results are presented after 1000 simulation runs.

Figures 5-15 and 5-16 show the probability of detection and probability of miss-detection versus SNR for four methods. It indicates that when the SNR is between -10 dB and 6 dB, the proposed scheme has a higher probability of detection and lower probability of miss-detection compared with the traditional two-bit hard combination scheme. In other words, the traditional decision fusion using the OR-rule has greater detection and lower miss-detection than other schemes for SNR less than 0 dB, because of clearly detecting the presence of the primary signal by sensing the energy of primary user signal, which is sufficiently above the threshold using only one CR node in the OR rule. Therefore, this gives higher performance of detection with low miss-detection for SNR less than 0 dB to the traditional decision fusion using the OR-rule. Additionally, the two-bit hard combination has a low detection performance for SNR compared with the proposed approach with high miss-detection probability, because of applying two logic bits of sensing information.
Figure 5-15: Probability of Detection (PD) vs. SNR (dB) with Different Schemes.

Figure 5-16: Probability of Miss Detection (PMD) vs. SNR (dB) with Different Schemes.

Table 4.1 below shows the number of channels given false alarm with various SNR; values are calculated from simulation for different decision schemes by dividing the number of sensing frequencies in the band that are giving false alarms during simulation runs on the
number of scanning channels. In the table, it can be seen that the proposed method gives robust performance of false alarm compared to the three decision fusion schemes. In particular, the capability of only one CR node detecting the presence of the primary user signal is the reason that the traditional decision fusion scheme using the OR-rule exhibits the worst performance of false alarms. In fact, using the OR-rule as the traditional decision fusion scheme to make final decision, from the table below at SNR =5 dB, 0.78 of the examined frequencies in coarse resolution sensing will be sent to the fine resolution stage profusely compared with the proposed approach method, which is just 0.19 of the examined frequency channels can be sent to the fine resolution (saving time and energy).

<table>
<thead>
<tr>
<th>SNR</th>
<th>-5 dB</th>
<th>0 dB</th>
<th>5 dB</th>
</tr>
</thead>
<tbody>
<tr>
<td>OR Rule (number of channels given false alarm)</td>
<td>0.028</td>
<td>0.31</td>
<td>0.78</td>
</tr>
<tr>
<td>Majority Rule (number of channels given false alarm)</td>
<td>0.018</td>
<td>0.24</td>
<td>0.51</td>
</tr>
<tr>
<td>Two-Bit Rule (number of channels given false alarm)</td>
<td>0.04</td>
<td>0.19</td>
<td>0.31</td>
</tr>
<tr>
<td>Proposed approach (number of channels given false alarm)</td>
<td>0.03</td>
<td>0.17</td>
<td>0.19</td>
</tr>
</tbody>
</table>

The following conclusions may be made when analyzing figures 5-15, 5-16 and Table (5-1). The false alarm detection of the channel frequencies in coarse resolution sensing used in CR networks cause some of the nodes to apply fine resolution sensing unnecessarily. This leads to wasting limited battery energy for the advanced calculation and communications between the CR node and the decision node. The implementation of the proposed scheme, as mentioned earlier in simulation result, is that the performance of detection can be improved by increasing the number of power spectrum density averaged ($N_{avg}$). Therefore
this needs more computation when increasing the $N_{avg}$; on the other hand, this computation is less costly compared to communication overhead, which requires extra battery power in CR networks. Therefore, even the traditional hard combination (OR rule) presents better sensing performance for circumstances where the SNR is less than 6 dB; the proposed method is more efficient for cognitive radio networks.
5.6 Cluster-based Cooperative Wideband Spectrum Sensing

The second part of our work presents the cluster based cooperative spectrum sensing with soft combination EGC scheme and the proposed modify two-bit hard combination method in cognitive radio systems. The sensing performance is improved by grouping all the secondary users, as in section 5.2, into a few clusters and selecting one user in each cluster as the decision node to report result-sensing information to the fusion center. Further, the soft combination EGC and modify two-bit hard combination methods are established to improve detection performance.

With the cooperative spectrum sensing proposed, sensing performance can be severely degraded when local observations report to a common receiver through fading channels. In order to overcome this problem Sun et al. has proposed a cluster-based cooperative sensing method. In this method, few SUs with the same SNR are formed into a cluster, selecting the most favourable user to be the cluster header that collects local sensing information from all SUs to make the cluster decision and then report to the common receiver. This method substantially improves the sensing performance compared with the traditional method. Additionally, for making the global decision the authors have considered the OR-rule with only one threshold.

Another scheme suggested in [57], investigates the soft hard combination and clustering schemes to propose a novel cooperative spectrum-sensing scheme based on clustering and softened hard combination method. In this method, the authors employ both the soft combination method and two bit hard combination schemes and a modification based on SNR estimation. This scheme improves the sensing performance compared with the traditional method and achieves good tradeoffs. In [56], the authors propose a novel cluster-based cooperative spectrum sensing with double adaptive thresholds and modify two-bit scheme local decision in cognitive radio. In this method, they implement the energy detection scheme with double adaptive energy thresholds and modify two-bit quantization. The authors study adaptive energy threshold as the variable energy thresholds that rely on the optimal energy threshold of one threshold case and the received energy. In actuality, this method improves the sensing performance compared with traditional m schemes and achieves good differentiations.
In this chapter, the cluster-based cooperative spectrum sensing with soften hard combination in cognitive radio systems is proposed by combination clustering and softened hard combination for improving the sensing performance. In our proposed scheme, we improve the detection performance by clustering and utilize both the soft combination method and the proposed scheme.

As previously mentioned, in soft combination method, cognitive radio nodes forward their observation information to the fusion centre directly without making any decision. The fusion centre decides upon the presence of the primary transmitter signal through the use of this information. It is confirmed that soft combination methods have better performance improvement over traditional hard combination, such as Equal Gain Combination (EGC) [59].

5.6.1 Description of Scenario Model

In this model, the position of all CR users is close together. Therefore, we assume that all CR users in the same cluster have the same channel with primary user and different clusters have different channels with the primary user (SNR, $\gamma_i$).

Figure 5-17: Scenario Cluster Model.
The system structure of the proposed method is shown in Figure 5-17. Initially, all the secondary users are assumed to be divided into $K$ clusters by upper layer protocols with some distributed clustering algorithms. Then, any secondary user can select as cluster head CH (decision node) according to the position of cluster. Subsequently, collaborative spectrum sensing is performed by the following stages.

A. Each SU in each cluster applies local spectrum sensing and sends the local observation information to the CH.
B. Each CH collects the sensing information from all CR users in the same cluster and makes a cluster decision; this is then forwarded as the decision information to the common receiver.
C. The final global decision is made by using fusion rule in the common receiver.

In this work, each SU performs local sensing by using the Multi-Resolution Spectrum Sensing (MRSS) technique. The approved combination method at the CHs is soft combination scheme (EGC) and modify two-bit hard combination method is used to make the global decision. Both schemes are described briefly in the following sections.

5.6.1.1 Local Spectrum Sensing

As described earlier, spectrum sensing techniques can be classified into three types: matched filter, energy detection and cyclostationary detection. A variety of detection schemes have been proposed in [4]. For example, the matched filter is optimal, but requires the prior knowledge of the primary user. Energy detection is suboptimal, but simple to implement. Cyclostationary detection can detect primary signals under very low SNR, but still needs some prior knowledge of the primary system. In comparison, energy detection does not require any prior information of primary signals and has reduced complexity than that of the other two methods. Therefore, in this work, we consider the MRSS (a kind of energy detection) technique, described earlier in this chapter.

5.6.1.2 Local Sensing Decision (Equal Gain Combination Scheme)

In the soft combination, different CR users in the same cluster apply MRSS and the observed values are summed with weights; the weighted summation is given by:

$$X_i = \sum_{j=1}^{N} w_{i,j} X_{i,j}$$

(5 – 23)
where $w_{i,j}$ weight coefficient to the $j^{th}$ CR user in $i^{th}$ cluster, $X_{i,j}$ the test statistic and $N$ is the number of CR users in $i^{th}$ cluster. Similar to multiple receive antennas systems, the equal gain combination (EGC) is given by:

$$w_{EGC_{i,j}} = \frac{1}{\sqrt{N}}, \quad 1 \leq j \leq N$$

(5.24)

Suppose $X_{i,j}$ and $w_{i,j}$ are individual values for different CR users, then $X_i$ follows a Gaussian distribution,

$$X_i = \begin{cases} 
N \left( \sqrt{\frac{2}{M}} \right), & H_0 \\
N \left( \sum_{j=1}^{N} \frac{1}{\sqrt{N}} (1 + \gamma), \frac{2}{MN} \sum_{j=1}^{N} (1 + \gamma)^2 \right), & H_1 
\end{cases}$$

(5.25)

where $H1$ and $H0$ represent that primary signal as present or absent, $\gamma$ the SNR of the CR user, and $M$ the number of samples of the CR user.

In particular, the EGC method does not need any channel condition information of CR users compared with other schemes, such as maximal ratio combination (MRC) [59], therefore, in this paper, the EGC method is adopted.

5.6.1.3 Global Sensing Decision (proposed approach scheme)

The proposed approach (modify two-bit hard combination method used in the present scheme – collaborative Wideband Spectrum Sensing in Cognitive Radio Networks) is described in chapter 5. It has been implemented in this work to make global decisions.

5.6.2 Summary of the Proposed Method

Currently, the proposal method is summarised as follows: locate $N \times K$ cooperative users of CR network, the cluster number is $K$ and the number of cognitive radio users in each cluster is $N$, each cluster has same number of CR nodes, user with large SNR choose as CH in each cluster and the channel between any two users in the same cluster is perfect since they are close to each other; the spectrum sensing is implemented as follows:
1. Each CR user $j$ in cluster $i$ applies local coarse resolution spectrum sensing and forwards their observation $x_{i,j}$ where $i = 1,2 \ldots K$ & $j = 1,2, \ldots N$ to its CH.

2. Firstly, the CH collects those local observations in the same cluster and implements the EGC soft combination, $x_i = \frac{1}{\sqrt{N}} \sum_{j=1}^{N} x_{i,j}$. After that $X_i$ approximates the Gaussian distribution as given in equation (5-24).
   
   Secondly, according to the distribution function, the thresholds $T_1, T_2$ and $T_3$ are determined by equation (5-10) which is explained in section (5.2.2-D).

   Thirdly, the CHs report the two-bit (proposed approach) information results to the common receiver.

3. The two-bit information results from the CHs are collected at the common receiver and apply equation (5-11) to make the final decision whether the primary signal is present or absent.

   The CH with strong two-bit detection is selected by the common receiver and all CR users in this CH can apply fine resolution to determine the occupied spectrum bands of the primary user and all this information can be used to avoid interference with the primary user.
5.6.3 Cluster Model Simulation and Results

The simulation results obtained show the performance gain of the proposed method in both the cluster header and the common receiver. The simulation stage is as follows. In the simulation, we consider four clusters with five CR nodes in each cluster in the system in which there are 20 CR nodes without clustering. For local energy detection, 1000 sample value are used and we assume that all CR nodes have an SNR within the range of [-22 to -12] dB. The traditional cooperative spectrum sensing schemes, such as OR-rule and Majority-rule, are also simulated for comparison and the results of the proposed approached without clustering are also used to compare with the proposed model’s performance.

Figures 5-18, 5-19 and 5-20 show the cluster performance for the probability of detection (PD), probability of false alarm (PFA) and probability of miss-detection (PM) according to the proposed combining methods in the common receiver versus the different traditional methods and modify two-bit hard combination method without clustering; the proposed combining methods shows an improvement with high PD and low PFA, PM an average SNR of -16 dB. On the other hand, the values of the modify two-bit hard combination method without clustering show better PFA compared with proposed method.

Figure 5-18: Probability of Detection vs. SNR at the Common Receiver.
The plots in Figure 5-21 demonstrate that the proposed method with the lowest value of error probability PE has improving sensing performance compared with the
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traditional fusion methods in the common receiver and modify two-bit hard combination method without clustering.

Figure 5-21: Probability of Error vs. SNR at the Common Receiver.
5.7 Summary

We can summarize the implementation of the proposed approach of both scenarios:

1. The proposed cognitive radio network based collaborative spectrum sensing is efficient for cognitive radio networks as long as it senses spectrum band energy efficiently accounting for shadowing, fading and noise. The energy efficient approaches from the usage of MRSS and the proposed approach (modify two-bit hard combination). With MRSS, refined exhaustive sensing on vacant bands is avoided, and less overhead in cooperation with soft combination is provided by modify two-bit hard combination.

2. The simulation results of the implemented collaborative spectrum sensing of the proposed method shows that the position of the CR nodes that share in the sensing and practical decision affect the performance of detection. The proposed approach (modify two-bit hard combination method) reduces the probability of false alarm compared to the traditional hard fusion methods. A little extra cost by increasing the numbers of PSD averaged can be improve the detection performance of the modify two-bit hard combination scheme.

3. The advantages of the proposed method, cluster-based cooperative spectrum sensing with softened hard combination in cognitive radio system, have been proved by simulation, which shows that the proposed sensing method can achieve better performance in both the cluster header and common receiver.
CHAPTER 6

Conclusions and Future Work

6.1 Conclusion

The aim of this thesis was to resolve some of the challenging issues in cognitive radio applications and other wireless technologies. This work introduced the implementation of spectrum sensing methods in cognitive radio systems by deriving decision rules for detecting various types of primary user signals to design sensing strategies and investigate different algorithms for sensing the transmitter primary signals and to evaluate sensing schemes in term of performance, complexity, and energy efficiency. Additionally, the thesis introduces a new strategy for detecting the imitation transition from cognitive radios.

The thesis also proposes performances of spectrum sensing methods for UWB-CR system for detecting primary signal in AWGN and fading channels.

Finally, the thesis proposes two models of cooperative wideband spectrum sensing in cognitive radio aimed at improving the sensing performance, reducing the time sensing delay, efficiency of energy and reducing the reporting error.

In the first contribution, Our strategy aim is to introduce hiding secondary users by using spectrum sensing function in cognitive radios applications at the base station of primary license technology to detect, identify the primary and secondary users using spectrum bands. For some reasons Cognitive radios are hiding themselves by using the same primary frequencies, Our MATLAB® simulation processed two different scenarios with two signals modulation for each scenario as primary and secondary users transition on the same channel, under free and low SNR. Transition of Primary and secondary signals were clearly exhibits that detection and identification of different modulation signals even under low of SNR. Moreover, the benefits of design are avoiding to the interference among users using same channel, track the primary and secondary users. Additionally, the presented
modification will alert managing entities for the future networks on any uncharted transition whenever it occurs. The suggested model will be required to assure the reliability of the charging system.

thesis in the second contribution proposes spectrum sensing methods for UWB-CR system for detecting primary signal in AWGN and fading channels. In this work, various sensing detection methods in UWB-CR system are considered. The implementation of the different detectors shows that the matched filter detection method is a suitable for detecting signals through UWB-Cognitive Radio networks under different fading channels particularly all required of information for sensing primary users are known for cognitive radio nodes. However, the architecture of the UWB signals is known for UWB system but the occupancy level and band location unknown. Therefore, UWB-CR techniques are required to estimate or measure exact location of primary users at nearby cognitive radios.

In the last contribution, cooperative Wideband spectrum sensing in cognitive radio users is proposed as first model. Developing multi-bit hard combination techniques was proposed for cooperation of the cognitive radio nodes for reliable final sensing decision by increase probability of detection and reduces probability of false alarm. The probability of detection of proposal mode is investigated with different averaging spectrum density, various number of cognitive radio and different values of SNR. On the other hand, the proposed model lead to an energy efficient manner by providing flexibility to fading and shadowing. Energy efficiency comes from; redundant exhaustive sensing on unoccupied bands is avoided by using multi resolution spectrum sensing method. The suggested proposal method is better to the conventional hard combination methods in false alarm decrease.

In the second proposal model, cluster-based cooperative wideband spectrum sensing objecting at improve performance of CR system. The cluster method is employed to increasing the sensing performance and decreases the reporting errors implementation in cognitive radio network. Moreover, the soft combination (Equal Gain Combination Method) and multi-bit hard combination scheme are implemented to improve the detection performance and reduce transmitting over head. The analysis results show that the proposal sensing method can achieve better performance in the common receiver than that of traditional spectrum sensing fusion methods and proposal method without clustering.
6.2 Future Work

- **Performance of Spectrum Sensing Methods in Cognitive Radio Over Fibre Technology**

To get benefit from performance of spectrum sensing methods, with other technologies,

1. The same strategy can be used in cognitive radio over fibre techniques (CRoF).
2. The idea explores some of the improvements that radio over fibre technology can bring to wireless networks when combined with cognitive radio techniques (spectrum sensing function).

- **Implementation of Spectrum Sensing Methods for UWB-Cognitive Radio System**

There are some issues which if used can further add to the performance improvement of systems:

1. Comparison implementations of spectrum sensing methods under such circumstances for cognitive UWB-OFDM systems.
2. Proposed cooperative detection of transmitter signal in UWB-CR systems.

- **Cooperative Wideband Spectrum Sensing in Cognitive Radio Networks**

The proposed model, although proven to provide satisfactory results, has some issues which if addressed can further add to the improvement of the proposed research.

1. Different fading channel effects can be used and their effect on the implementation of the proposed method could be studied.
2. Another approach would be to study different scenarios (e.g., different detection methods) of how secondary users can detect primary users rather than the detection method introduced in the chapter.
3. Another improvement that could be made, in weight proposal fusion method, resolve best values for the profit of cognitive radio nodes required in a known region to declare the attendance of the primary signal transmitter could be determined using detection theory.
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